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EDITORIAL

LEARNING ANALYTICS TO STUDY AND SUPPORT
SELF-REGULATED LEARNING

The theme of the current issue of Studia paedagogica is learning analytics and 
its potential for research and support of self-regulated learning. 
	 Over the past ten to fifteen years, the field of learning analytics has undergone 
tremendous development, capturing the interest of an expanding community 
of researchers from diverse fields including educational sciences, psychology, 
computer science, and others. As the widely accepted definition suggests,  
learning analytics is concerned with the measurement, collection, analysis, and 
reporting of data about learners and their contexts, for the purpose of 
understanding and optimizing learning and the environments in which it occurs 
(Ifenthaler & Yau, 2020; Joksimović et al., 2019; Juhaňák & Zounek, 2019; 
Siemens, 2013). Similarly, self-regulated learning has received increasing attention 
in educational research. Especially in the last two decades, extensive theoretical 
and conceptual development has taken place, and several distinct definitions 
and models of self-regulated learning have been proposed and developed 
(Boekaerts et al., 2000; Panadero, 2017; Zimmerman & Schunk, 2011).
	 Existing research on self-regulated learning has repeatedly demonstrated 
the importance and impact of self-regulation on student performance and 
learning outcomes, as well as its implications for student well-being. Students 
engaging in self-regulated learning are able to manage their own learning  
and adapt their learning behaviors effectively, and they exhibit more positive 
motivational characteristics, leading to their better performance on learning 
tasks and academic success in general (Boekaerts et al., 2000; McInerney et 
al., 2012). At the same time, research on self-regulated learning has become 
more prominent in recent years in relation to different online learning 
environments, as several studies have found that students’ ability to self-
regulate their learning differs in online versus traditional settings (Broadbent 
& Poon, 2015; Sedrakyan et al., 2018; Wong et al., 2019). While the use of 
learning analytics to study self-regulated learning is still in its early stages, 
researchers in the field have already begun to systematically explore what 
indicators of self-regulation can be tracked in online learning environments 
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and which computational and analytic tools can be used to analyze these data, 
with the goal of accurately measuring self-regulated learning in online learning 
environments and better understanding the various aspects of students’ 
learning behaviors (Viberg et al., 2020).
	 Still, despite the increasing number of studies applying learning analytics 
to study and support self-regulated learning (Park et al., 2023 ), many questions 
remain unanswered. Therefore, this monothematic issue provides a space for 
researchers to present their research and discuss current issues and questions 
related to self-regulated learning research.
	 We are pleased that the articles in this issue approach the intersection of 
learning analytics and self-regulated learning from a variety of directions, 
highlighting the breadth of the topic and the range of possible research 
approaches that can be used to study self-regulated learning.
	 Natalie Borter, in her study Differential Effects of Additional Formative 
Assessments on Student Learning Behaviors and Outcomes, adopts a quasi-experimental 
approach to examine whether additional formative assessments completed by 
students lead to improved learning outcomes and changes in students� self-
regulated learning behaviors. The study, conducted in a real-world blended 
learning environment, employed a learning analytics approach by combining 
both behavioral and self-reported data and using several analytical techniques 
such as exploratory factor analysis and cluster analysis. The results support 
the notion that the additional formative assessments lead to improved learning 
outcomes, but at the same time, suggest that the change in students� self-
regulated learning behaviors based on their participation in additional 
formative assessments can be both positive and negative.
	 As an integral part of self-regulated learning, Libor Juhaňák, Karla 
Brücknerová, Barbora Nekardová, and Jiří Zounek focused on goal setting 
and goal orientation in their study Goal Setting and Goal Orientation as Predictors 
of Learning Satisfaction and Online Learning Behavior in Higher Education Blended 
Courses. Using a relatively large sample of hundreds of students and dozens of 
different blended courses, and employing multilevel modeling, the authors 
examine the relationship between goal setting and goal orientation and student 
behavior in the online learning environment, as well as the effects of these 
two measures on student learning satisfaction.
	 Another example of using learning analytics to study online learning 
behavior is presented by Ricardo Santos and Roberto Henriques in the article 
Decoding Student Success in Higher Education: A Comparative Study on Learning Strategies 
of Undergraduate and Graduate Students. Similar to Juhaňák et al.�s study, Santos 
and Henriques analyze student behavioral data extracted from a learning 
management system (LMS); however, they focus primarily on uncovering 
various self-regulated learning behaviors and learning strategies adopted by 
students in the LMS. Using k-means clustering, the authors were able to 
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distinguish five different learning strategy profiles among the undergraduate 
and graduate students. Further, the authors examine how the identified learning 
strategy profiles relate to student learning outcomes.
	 Mattias Wickberg Hugerth, Jalal Nouri, and Anna Åkerfeldt use a different 
methodological approach in their study “I Should, but I Don’t Feel Like It”: 
Overcoming Obstacles in Upper Secondary Students’ Self-Regulation Using Learning 
Analytics. The authors explore how learning analytics can be helpful for students 
to support their self-regulation, paying primary attention to the challenges 
experienced by students in the process of self-regulation and focusing on the 
data and information students need to better regulate their own learning. Based 
on the findings, the authors suggest that learning analytics systems need to 
be designed with students’ self-regulation needs in mind, incorporating support 
for scaffolding self-regulation, while taking into account that support for the 
planning and performance phases appears to be most critical.
	 Nicol Dostálová and Lukáš Plch contributed to this special issue with  
a review study entitled A Scoping Review of Web-Cam Eye Tracking in Learning and 
Education. The study builds on existing research in the area of multimodal 
learning analytics, where different types of technologies are employed to 
capture and analyze student behavioral data, including eye-tracking technology, 
which is used to study students’ gaze and eye movements. The authors focus 
specifically on webcam eye-tracking, which can be considered a relatively  
new technology, and show that webcam eye-tracking has great potential in 
self-regulated learning research and educational research in general.
	 The issue concludes with the emerging researcher section, which contains 
Barbora Al Ajeilat Kousalová’s study Vocabulary Learning Strategies, Self-Regulated 
Learning, and Learners’ Outcomes in Primary School Pair Work. Al Ajeilat Kousalová 
addresses a research gap identified in previous approaches to studying 
vocabulary learning strategies used by learners during pair work in the context 
of foreign language learning and, inspired by the research area of multimodal 
learning analytics, employs a qualitative design study approach. By analyzing 
audio and video recordings, the author was able to uncover different patterns 
of vocabulary learning strategies and distinguish between successful and 
unsuccessful strategy applications.
	 We believe that this special issue of Studia paedagogica has the potential 
to contribute to the current discussion on the use of learning analytics in self-
regulated learning research and to enrich the research practices of using 
learning analytics in self-regulated learning research, thereby enabling higher 
education students to be more effectively and qualitatively supported in 
developing their ability to regulate their own learning.

Libor Juhaňák, Srećko Joksimović, and Dirk Ifenthaler
Editors
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ABSTRACT

It is well-established that formative assessments with accompanying feedback can enhance 
learning. However, the degree to which additional formative assessments on the same 
material further improve learning outcomes remains an open research question. Moreover, 
it is unclear whether providing additional formative assessments impacts self-regulated 
learning behavior, and if the benefits of such assessments depend on students’ self-regulated 
learning behavior. The current study, conducted in a real-world blended learning setting 
and using a Learning Analytics approach, compares 154 students who completed additional 
formative assessments with 154 students who did not. The results indicate that the additional 
formative assessments led to an improvement in learning outcomes, but also had both 
positive and negative effects on students’ self-regulated learning behavior. Students who 
completed additional formative assessments performed better on the assessments but 
reported lower levels of subjective comprehension and devoted more time to completing 
exercises. Simultaneously, they devoted less effort to additional learning activities (additional 
investment), such as class preparation and post-processing. Furthermore, the impact of 
additional formative assessments on learning success depended on students’ self-regulated 
learning behavior. It was primarily the students who invested above-average time during 
formative assessments (time investment) who benefited from the additional exercises. 
Cluster analysis revealed that high-effort students (those with above-average time 
investment and above-average additional investment) gained the most from the extra 
exercises. In contrast, low-effort students and those who achieved high performance with 
relatively low effort (efficient students) did not benefit from additional formative assessments. 
In conclusion, providing students with additional formative assessments can enhance 
learning, but it should be done with caution as it can alter self-regulated learning behavior 
in both positive and negative ways, and not all students may benefit from it equally.
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Introduction

The testing effect, a well-established learning technique ( Jensen et al., 2020), 
denotes the enhanced learning success observed when students actively engage 
with learned material, rather than relying on passive repetition or memorization 
(Schwieren et al., 2017). The effect is typically quantified by comparing the 
post-learning performance of learners who participated in active retrieval 
during the learning phase to those who did not engage in such practices.  
An instance of active retrieval is solving formative assessments, wherein 
learners apply their knowledge to solve problems (Boston, 2002). 
	 A significant testing effect was demonstrated in both experimental and 
applied settings (Lamotte et al., 2021; Schwieren et al., 2017). It is evident  
in tasks ranging from relatively simple ones, like vocabulary memorization, 
to more complex tasks that involve applying theoretical knowledge to novel 
situations (Schwieren et al., 2017). The effect occurs when exercises during 
the learning phase are identical to those measuring learning success (Carpenter, 
2011; Eriksson, et al., 2011; Karpicke & Roediger, 2007) and when non-identical 
exercises covering the same material are employed (Batsell et al., 2017; Foss 
& Pirozzolo, 2017; Francis et al., 2020; Jensen et al., 2020; McDaniel et al., 
2013).
	 One open research question regarding the testing effect concerns whether 
multiple testing instances result in greater learning success than administering 
a single test. Multiple testing can include either the repeated use of the same 
test or the utilization of different tests covering the same content (Yang et 
al., 2021). A meta-analytic review conducted by Adesope et al. (2017) did not 
identify a significant difference between the testing effects of multiple tests 
versus a single test on the same material. However, a more recent review  
by Yang et al. (2021) discovered that, in applied contexts such as classrooms, 
the testing effect was more pronounced when the same test (or a similar test 
with the same content) was administered repeatedly. Additional empirical 
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research is required to determine whether multiple tests on the same content 
yield a more pronounced testing effect (Yang et al., 2021).
	 Assessing the effectiveness of additional exercises on identical content  
is crucial for practical implementation, particularly given the laborious task 
of generating such exercises. Moreover, the provision of additional learning 
materials may not always lead to increased learning, and can even have  
a negative impact on learning in some cases by inducing cognitive overload 
or stress (Kossen & Ooi, 2021). 
	 As additional formative assessments on the same content have the potential 
to influence self-regulated learning both positively and negatively, a learning 
analytics approach was employed to investigate the impact of additional 
formative assessments on self-regulated learning behavior. This approach 
involves the collection and analysis of data on students’ learning behavior 
and progress, to enhance learning and teaching (Chatti et al., 2013; Ifenthaler, 
2015; Leitner et al., 2017). The utilization of such data has attracted attention 
in the field of self-regulated learning, as it enables the monitoring of the 
learner’s holistic action without interference in the process (Winne & Baker, 
2013). 
	 Prior research suggests that formative assessments have a positive effect 
on self-regulated study time allocation and monitoring (Clariana & Park, 
2021; Fernandez & Jamet, 2017; Perry & Winne, 2006; Soderstrom & Bjork, 
2014; Yang et al., 2017). Engagement in solving exercises enhanced students’ 
monitoring of their knowledge, leading to a reduction in the overestimation 
of their knowledge and an increase in time allocated for studying (Soderstrom 
& Bjork, 2014). The positive impact of exercise solving on learning success 
was partially mediated by improved monitoring and learning behavior 
(Fernandez & Jamet, 2017). This is because additional formative assessments 
can provide feedback on learning status, aiding learners in metacognitive 
control, and adapting their self-regulated learning behavior (Clariana & Park, 
2021; Perry & Winne, 2006). 
	 Furthermore, the efficacy of additional formative assessments likely 
depends on individual differences in students’ characteristics (Bertilsson et 
al., 2021). Prior knowledge and experience are also important factors, as 
students with more prior knowledge tend to benefit more from the testing 
effect than those with less prior knowledge (Cogliano, et al., 2019; Francis et 
al., 2020). According to the elaborative retrieval hypothesis, mental effort 
during recall predicts the magnitude of the testing effect, and practicing with 
exercises that are challenging but within the learner’s abilities can enhance 
the effect (Carpenter, et al., 2009; Greving et al., 2020; Minear et al., 2018). 
In addition, students who already possess effective learning strategies may 
not benefit as much from formative assessments as those who lack such 
strategies (Robey, 2019). This is because they have already achieved high 
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learning success even without formative assessments, and the effect of testing 
may not significantly enhance their learning outcomes. 
	 Not only the number but also the timing of formative assessments can 
influence their effectiveness (Karpicke & Bauernschmidt, 2011). In line with 
current research on spaced learning (Greene, 2008; Jost et al., 2021), evenly 
distributed learning throughout the semester is more effective in promoting 
learning success than cramming right before a test (Adesope et al., 2017; 
Karpicke & Bauernschmidt, 2011). 
	 In summary, the positive impact of testing on learning can be influenced 
by multiple factors, including individual student characteristics (e.g., hope of 
success, prior knowledge, investment, timing). It is plausible to assume that 
students with limited prior knowledge, low motivation, low investment, 
frequent incorrect responses, last-minute study habits, and shallow feedback 
processing may not benefit as much from extra exercises with feedback as 
other students. Therefore, various types of students may exist, and some may 
not experience the same benefits from additional formative assessments. 
	 In this study, a clustering based on the data collected through the learning 
analytics approach was employed to examine whether the impact of solving 
additional formative assessments on end-of-semester knowledge test 
performance is influenced by student self-regulated learning behavior. Cluster 
analysis is a method that divides students into groups based on similarities 
within a cluster and dissimilarities between clusters (Dalmaijer et al., 2021; 
Shin & Shim, 2021). 
	 To sum up, although there is significant evidence supporting the idea that 
formative assessments improve learning outcomes, it is still uncertain whether 
administering additional assessments on the same content leads to a more 
substantial effect and how this practice influences self-regulated learning 
behavior. Additionally, studies indicate that the benefits of additional 
formative assessments may differ based on students’ self-regulated learning 
characteristics. As a result, this study aims to examine the following three 
hypotheses:

1.	 Administering additional formative assessments of the same content 
leads to higher performance on an end-of-course knowledge test.

2.	 Administering additional formative assessments of the same content 
influences self-regulated learning behavior.

3.	 The relat ionship between administering addit ional formative 
assessments and learning success depends on students’ self-regulated 
learning behavior.

NATALIE BORTER
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1 Method

1.1 Participants
To be included in the study, students had to take both the prior knowledge 
test at the beginning of the semester and the end-of-semester knowledge test. 
They also had to complete at least four of the five formative assessments  
(not including the additional formative assessments). In addition, students 
with very low performance in the formative assessments or in the end-of- 
-semester knowledge test (clear outliners) were excluded (three students).  
Of the 276 students enrolled in the course in 2020, a total of 194 met the 
inclusion criteria, while in 2021 a total of 166 of the 234 students enrolled 
met the inclusion criteria. This represents approximately 70% of all enrolled 
students in both courses. Out of the total 360 students evaluated (194 + 166), 
324 had no missing values and 36 students were missing one of the five 
formative assessments. To address this, missing values for the 36 students 
(21 from 2020’s 194 and 15 from 2021’s 166) were imputed using the mice 
function (van Burren & Groothuis-Oudshoorn, 2011) employing a predictive 
mean matching approach.
	 The aim of the current study was to compare students solving most 
additional exercises with students not solving any additional exercises.  
Thus, students without access to any extra exercises were labeled “non-solvers” 
while those who finished at least four out of the five additional assessments 
were referred to as “solvers”. From the 2021 cohort, 12 students who 
completed fewer than four additional formative assessments were excluded. 
Accordingly, 194 students were identified as “non-solvers” and 154 as 
“solvers”. The study was approved by the local ethics committee.

1.2 Procedure
The mandatory “Psychological Diagnostics” course for master’s students in 
psychology focused on complex methodological content such as equivalence 
analysis and item response theory. Students were permitted to choose the 
learning approach they found most suitable for the specific learning situation, 
as their learning behavior was not explicitly manipulated. Consequently, this 
study examined the impact of extra exercises compared to any other learning 
approach, including no learning at all.
	 Due to ethical concerns, students were not randomly assigned to groups. 
Instead, this study adopted a quasi-experimental approach, evaluating the 
same course across two successive years, 2020 and 2021. The only variation 
introduced between the two years was the inclusion of optional additional 
formative assessments in 2021. The additional formative assessment consisted 
of new exercises covering the same content as the initial assessment. All other 
elements of the course, including initial exercises, podcasts, literature, and 

DIFFERENTIAL EFFECTS OF ADDITIONAL FORMATIVE ASSESSMENTS ...
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instructions, were kept consistent across both years. Participation in the study 
was voluntary. All students had access to the standard learning materials. 
However, those who volunteered to participate in the study received additional 
feedback post-exam: z-standardized values of all variables specified in the 
method section, enabling them to compare their performance with that of 
the entire group. Non-participants did not receive this supplementary 
information. All data were pseudo-anonymized using unique pseudonyms. 
Based on the pseudonyms, there were no students who attended the course 
in both years, 2020 and 2021.
	 A blended learning approach was employed in both years, allowing students 
to engage with course material at their own pace and participate in timely 
online discussions. The curriculum included 12 weekly podcast lectures, each 
90 minutes long, a prior knowledge test, and five biweekly formative 
assessments covering two lectures each. Data collection occurred during the 
formative assessments.
	 Upon completing each exercise, students received immediate feedback 
and suggestions for supplementary resources, including relevant literature, 
lecture slides, podcast excerpts, and additional links or references. Students 
could ask further questions on the feedback page, which were addressed in 
a forum or, if necessary, through scheduled online discussions. 
	 Students were advised to adhere to a one-week submission window for 
formative assessments, facilitating an even distribution of their learning 
throughout the semester. This structure was consistent over both years; 
however, the frequency of formative assessments varied. In 2020, formative 
assessments were assigned every two weeks, whereas in 2021, with the addition 
of supplementary formative assessments, they occurred weekly. Despite the 
change in frequency, the exercises, including the additional assessments, could 
be repeated and remained accessible to students until the final exam.
	 Two weeks before the final exam, a comprehensive end-of-semester 
knowledge test with new exercises covering the entire course content was 
administered. All exercises and self-reports were designed and hosted using 
Qualtrics (Qualtrics, Provo, UT). Response latency, accuracy, and time spent 
on feedback pages were assessed. Links to the Qualtrics questionnaires were 
embedded into the ILIAS learning management system, where all essential 
learning resources, such as podcasts and literature, were made available to 
students.
	 To identify clusters of response behavior, data from the initial formative 
assessments were utilized. Additional formative assessments were not included 
because they were only accessible to the solvers.
	 In the next section, the behavioral and self-reported learning analytics 
data gathered are presented. Self-reports were used to capture perceptions 
such as subjective knowledge, subjective investment, and subjective importance. 

NATALIE BORTER
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Furthermore, for variables over which I did not have full control, as  
I intentionally permitted students to learn in ways they found most suitable 
for the specific learning situation, such as downloading or printing materials; 
self-reports were employed. The drawbacks of self-reports were minimized 
by employing pseudonymization to reduce the impact of social desirability 
and by using precise questions to decrease the likelihood of recall errors.  
For our main emphasis, the formative assessments, offline solutions were not 
allowed, so behavioral data were utilized.

1.3 Behavioral data
Prior knowledge 
Prior knowledge was assessed with 19 multiple-choice exercises. The test 
contained mainly theoretical exercises and calculations concerning real- 
-world applications of the knowledge acquired during the bachelor’s program 
(e.g., reliability, validity). One sum score was built for the 13 exercises covering 
theoretical exercises and one for the six exercises covering calculations. 

Performance in the formative assessments 
For each of the five formative assessments, covering different content such 
as item response theory, confirmatory factor analysis, equivalence analysis, 
and criterion-referenced testing, a sum score was built. The number of 
exercises per formative assessment ranged from 10 to 24. The exercises 
consisted primarily of multiple-choice exercises, in which the theoretical 
knowledge acquired from the podcast was applied to concrete situations.  
The sum scores of the five assessments were highly related, with a Cronbach’s 
alpha of 0.76. The sum of all five formative assessments was used for further 
analyses.

End-of-semester knowledge test 
The dependent variable of the current study was the performance in the  
end-of-semester knowledge test. It consisted of 22 exercises. In contrast to 
the exam, the knowledge test covered only the content of the formative 
assessments and was identical in 2020 and 2021. The correlation between the 
end-of-semester knowledge test and the final grades was comparable in both 
cohorts – 2020 (r = 0.52, p < 0.05) and 2021 (r = 0.57, p < 0.03). 

Time investment 
Response latency was recorded for each task and the feedback page. To reduce 
the effect of strong outliers, for each time measure, all values greater than 
the 95th percentile were trimmed to the 95th percentile. As the response 
latencies were still highly right-skewed, each time measure was logarithmized. 
Thereafter, all response latencies were z-standardized and the first strong 
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principal component of the response latencies on the exercise page (explaining 
43% of the variance), and the first strong principal component of the response 
latencies on the feedback page (explaining 46% of the variance) were extracted 
and used for further analyses.

Number of completions 
The “completions initial exercises” variable was computed for the initial 
formative assessments, considering the count of completions for both identical 
and distinct formative assessments. For the variable “completions overall” 
the total number of completions (also including the additional formative 
assessments) was calculated. The number of completions overall was 
categorized into six groups: 1 = up to ten completions; 2 = 11–15 completions; 
3 = 16–20 completions; 4 = 21–25 completions; 5 = 26–30 completions;  
6 = more than 30 completions. 

Questions for the forum 
Across all exercises of the formative assessments, the frequency with which 
questions were posed by students on the feedback page was recorded. This 
variable was highly right-skewed, and therefore the values were logarithmized. 

On time / regularity 
As a measure of regularity, it was counted how often students finished the 
formative assessments during the recommended one-week submission 
window.

1.4 Self-reported data
Subjective knowledge
At the beginning of each formative assessment, students rated their subjective 
understanding of the content covered in the respective exercise session on  
a five-point scale (1 = I don’t know this concept, 2 = I don’t understand this 
concept well, 3 = I understand this concept less well, 4 = I understand this 
concept well, 5 = I understand this concept very well). First, the average of 
these ratings was taken for each formative assessment, and then the first 
strong principal component (explaining 65% of the variance) was extracted 
from the averaged ratings across all five formative assessments (excluding 
the additional formative assessment) and used for further analyses.

Subjective investment
After each formative assessment, students rated on a four-point scale their 
effort level in attempting to complete the exercises to the best of their ability 
(1 = I didn’t try hard, 2 = I tried a little, 3 = I tried a lot, 4 = I tried hard). 
The average of these ratings was calculated and used for further analyses.
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Lectures
At the beginning of each formative assessment, students indicated whether 
they had listened to the podcasts of the two lectures covered in the formative 
assessment (1 = I listened to neither of the two podcasts, 2 = I listened to 
parts of both podcasts, 3 = I listened to at least one of the podcasts completely, 
4 = Yes, I listened to both podcasts completely). The mean value of this 
variable, computed across the five formative assessments, was utilized for 
subsequent analyses.

Reading forum
At the beginning of the end-of-semester knowledge test, students indicated 
on a three-point scale whether they had read the forum posts before (0 = I 
never read the forum, 1 = I read the forum only when I had questions, 2 = I 
read all forum posts at least once).

Compulsory literature
At the outset of each formative assessment, students specified their engagement 
with the mandatory literature, which, in combination with lectures, served 
as the foundational preparation for the assessment: (1) indicated they read at 
least some part of the mandatory literature, while (0) denoted they did not 
engage with it.
	 The mean value of this variable, computed across the five formative 
assessments, was utilized for subsequent analyses.

Relevance of content
On a four-point scale (false, somewhat false, somewhat true, true) students 
responded to the following questions about the content of the course: 

•	 I find “Psychological Diagnostics” interesting.
•	 I think my knowledge of “Psychological Diagnostics” will be useful 

to me in the future. 
•	 I think it is important to learn “Psychological Diagnostics” in psychology 

education.
	 The average of the three items was used for further analyses.

Learning hours during semester holidays
The students reported the number of hours they dedicated to studying for 
the exam following the final lecture of the semester. As data were highly 
right-skewed, they were logarithmized.
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2 Results

All analyses were conducted in R version 3.6.1 (R Core Team, 2021).

2.1 Descriptive statistics
Given the quasi-experimental design of the study, it was crucial to establish 
that there were no initial differences between the students from 2020 and 
2021 in terms of “prior knowledge” and “subjective relevance of the content” 
at the beginning of the course. To compare the means for these measures, 
an equivalence analysis was conducted (Bentler & Satorra, 2010). For “prior 
knowledge,” a two-factor solution (theory and calculations) was compared to 
a one-factor solution. The significant Chi-square difference (∆χ²(1) = 67.70, 
p < 0.001) indicated that the two-factor model (χ²(151) = 178.43, p = 0.063, 
CFI = 0.934, RMSEA = 0.022, SRMR = 0.047) provided a better fit to the 
data than the one-factor model (χ²(152) = 237.07, p < 0.001, CFI = 0.796, 
RMSEA = 0.039, SRMR = 0.055). Consequently, prior knowledge is more 
accurately represented by a two-factor solution. The two factors, theory and 
calculations, were correlated (r = 0.53, p < 0.01).
	 A measurement invariance analysis using lavaan (Rosseel, 2012) confirmed 
scalar equivalence (configural vs. metric fit: ∆χ²(17) = 17.34, p = 0.43; scalar 
vs. metric fit: ∆χ²(17) = 16.72, p = 0.47; scalar model fit χ²(336) = 367.15,  
p = 0.12, CFI = 0.926, RMSEA = 0.023, SRMR = 0.066), allowing for 
comparison of the means between the two groups (2020 vs. 2021 course). 
Accordingly, prior knowledge in calculations was measured using the sum 
score of all items loading on the calculations factor, while the sum score of 
all items loading on the theory factor was employed as a measure of theoretical 
prior knowledge.
	 Non-solvers differed from solvers in both scales of prior knowledge, 
calculations (t(358) = −2.14, p < 0.05; non-solvers: M = 4.62, SD = 1.45; 
solvers: M = 4.98, SD = 1.20,), and theory (t(286.03) = −2.15, p < 0.05; non-
solvers: M = 7.77, SD = 1.39; solvers: M = 8.14, SD = 1.76) as well as in the 
subjective relevance of the content (t(325.37) = −2.30, p < −0.05; non-solvers: 
M = 2.96, SD = 0.64; solvers: M = 3.12, SD = 0.66). To ensure comparability 
of prior knowledge and subjective relevance of the content between solvers 
and non-solvers, a matching approach was employed. The matching was 
conducted using the function matchit from the MatchIt package, with a 
nearest neighbor method, distance logit, and an “ATT” estimate (Pishgar et 
al., 2021). The 194 “non-solvers” were matched to the 154 “solvers”. The 
matched samples, each consisting of 154 students, did not differ in the prior 
knowledge scale calculations (non-solvers: M = 4.86, SD = 1.35 versus solvers: 
M = 4.98, SD = 1.20, p = 0.40) and theory (non-solvers: M = 7.97, SD = 1.39 
versus solvers: M = 8.14, SD = 1.76, p = 0.34) nor in subjective relevance 
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(t(325.37) = −2.30, p = .67; non-solvers: M = 3.09, SD = 0.59; solvers: M = 3.12, 
SD = 0.66). Subsequent analyses were carried out exclusively on the matched 
samples.
	 In Table 1, mean (standard deviation), skewness and kurtosis of the  
variables considered in the study are provided for the entire sample (N = 308), 
for the solvers (N = 154) and for the non-solvers (N = 154). The skewness 
of all variables was between −3 and 3 and the kurtosis between 10 and −10. 
According to Kline (2011), this indicates approximately normally distributed 
variables. Parametric methods were applied in this study as they are generally 
robust to scale assumption violations, especially when likert scales have  
seven or more categories (Norman, 2010; Dolan, 1994; Robitzsch, 2020).  
The majority of our ordinal variables had seven or more categories due to 
aggregation. The sole exception, “reading forum” with three categories, 
showed negligible differences between Pearson and Spearman correlations 
(maximum difference: 0.0165; average difference: < 0.0016). Hence, parametric 
methods were used. 

2.2 Solving additional formative assessments, self-regulated learning behavior  
and learning success

With a t-test I investigated whether the solvers performed better in the end-
of-semester knowledge test than the non-solvers. As shown in Table 1, solvers 
reached a higher performance in the knowledge test than non-solvers 
(t(305.06) = −2.92, p < 0.01, d = 0.33), confirming the first hypothesis. 
	 Consistent with the hypothesis, the findings indicate that engagement 
with additional formative assessments significantly influences self-regulated 
learning behavior (see Table 1). Specifically, it was observed that those who 
solved these assessments demonstrated enhanced performance, invested more 
time in the completion of exercises, and posed fewer questions about those 
exercises. 
	 Albeit not statistically significant, in tendency, solvers demonstrated  
a lower level of subjective understanding and less dedication to reading the 
mandatory literature than the non-solvers. 
	 When analyzing the “total completions”, which is the total number of 
completed exercises from both the initial and the additional formative 
assessments (where multiple attempts were possible), solvers completed 
significantly more exercises. This was expected since they had access to both 
initial and additional assessments.
	 However, when considering the “initial completions” (which both groups 
could attempt multiple times), solvers completed fewer exercises than non-
solvers. This suggests that while having access to additional assessments led 
to more completions overall, it resulted in fewer completions of the initial 
assessments that were available to everyone.
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Table 1
Descriptive statistics for entire sample, non-solvers and solvers as well as correlations with end-of-
semester knowledge test (r).

Mean 
(SD) Skew Kurtosis Non-

solvers Solvers p r 

Knowledge test 17.83 
(2.82) −0.95 1.00 17.36 18.29 <0.01 –

Prior knowledge 12.98 
(2.25) −0.28 −0.14 12.83 13.12 0.25 0.33***

Formative assessments 48.21 
(5.96) −0.86 0.91 47.28 49.13 <0.01 0.51***

Completions initial 
exercises

12.84 
(6.19) 1.65 3.69 13.64 12.04 <0.05 0.08

Completions overall 2.93 
(1.54) 0.59 −0.71 2.23 3.63 <0.001 0.18**

Subjective 
understanding

0.03 
(1.02) −1.01 3.47 0.14 −0.08 0.06 0.28***

Time investment  
on exercises

0.07 
(2.45) −1.74 −6.57 −0.35 0.59 <0.01 0.10

Time investment  
on feedback

−0.02 
(2.59) −0.54 0.40 −0.04 −0.01 0.93 0.04

Subjective investment 3.16 
(0.49) −0.16 −0.31 3.20 3.13 0.17 0.15*

Completing on time 0.56 
(0.37) −0.17 −1.53 0.58 0.54 0.45 0.15*

Lectures 3.94 
(0.15) −2.30 3.80 3.94 3.94 0.64 0.24***

Read forum 0.84 
(0.69) 0.21 −0.92 0.88 0.81 0.32 0.10

Compulsory literature 0.51 
(0.40) −0.06 −1.58 0.55 0.47 0.09 −0.06

Questions 0.18 
(0.27) 2.12 4.86 0.23 0.13 <0.01 0.01

Relevance of content 3.11 
(0.62) −0.57 −0.02 3.09 3.12 0.67 0.22***

Learning hours after 
course

3.08 
(0.99) −1.21 2.24 3.15 3.01 0.22 0.06

Note. r – correlation between the corresponding variable and performance in the end-of-
semester knowledge test; *p < 0.05, **p < 0.01, ***p < 0.001. The remaining correlations 
were not significant ( p > 0.10). For subjective understanding and the two-time investment 
measures, scores on the first principal component are reported.
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2.3 Students’ characteristics, solving additional formative assessments  
and learning success

To identify meaningful clusters of self-regulated learning behavior, under- 
standing the interrelations of the learning variables detailed in the Method 
section was crucial. An exploratory factor analysis was conducted to reduce 
the variables to a few interpretable factors. By decreasing the number of 
variables in the model, the cluster analysis can more effectively detect clusters 
within the dataset (Dalmaijer et al., 2021). The z-standardized variables were 
inputted into the fa.parallel function from the psych package (Revelle, 2022), 
resulting in a three-factor solution that best described the correlations between 
the thirteen manifest variables. The factor solution, following an oblimin 
rotation, is presented in Table 2.

Table 2
Standardized loadings of the measures on the three factors extracted by exploratory factor analysis 
with oblimin rotation

Variable Performance Time 
investment

Additional 
investment h2

Formative assessments 0.88 0.06 −0.06 0.80
Subjective understanding 0.52 −0.10 0.20 0.31
Time investment exercises 0.26 0.65 −0.04 0.57
Time investment feedback −0.08 0.85 0.03 0.71
Subjective investment 0.25 0.38 0.33 0.44
Completing on time 0.28 −0.23 0.41 0.25
Lectures 0.37 0.19 0.12 0.25
Read forum −0.04 0.02 0.42 0.18
Compulsory literature −0.13 0.09 0.53 0.30
Questions −0.07 0.04 0.43 0.19
Prior knowledge 0.49 −0.06 −0.05 0.23
Relevance of content 0.35 −0.10 0.10 0.13
Learning hours after course −0.10 0.12 0.39 0.18
R2 0.14 0.12 0.09
Proportion R2 0.41 0.33 0.26

Note. R2 – variance explained by the corresponding factor, h2 – explained variance of the 
corresponding measurement, loadings of at least 0.30 are in bold. 
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To comprehend the three factors, they will be described based on the measures 
exhibiting the highest loadings (Table 2). The first factor is associated with 
performance, as evidenced by substantial loadings of performance in formative 
assessments, subjective understanding, and prior knowledge. The second 
factor is connected to time investment, which includes time spent on exercise 
pages and feedback pages. This factor is related to the time investment in 
content learning, a critical self-regulation skill identified by Kim et al. (2018) 
to effort regulation (Baker et al., 2020) or organization (Mega et al., 2014).
	 The third factor pertains to additional investment, as demonstrated by 
engagement in reading the literature, posing questions, reading the forum, 
dedicating learning hours during the semester break and timely completion 
of exercises. Accordingly, additional investment is a combination of help 
seeking (Kim et al., 2018), time management (Kim et al., 2018; Li et al., 2018) 
and investment in content learning (Kim et al., 2018). 
	 The three factors were slightly correlated (performance and time investment 
r = 0.27, p < 0.001; performance and additional investment r = 0.14, p < 0.05; 
time investment and additional investment r = 0.23, p < 0.001) and together 
explained 35% of the variance. For further analyses, factor scores extracted 
using the regression method were used (DiStefano et al., 2009). Solvers scored 
higher on the performance factor (t(305.35) = −2.03, p < 0.05, d = 0.013)  
and lower on the additional investment factor (t(305.37) = 3.55, p < 0.001,  
d = 0.04) while there was no difference in scores on the time investment 
factor (t(292−76) = −0.99, p = 0.32, d = 0.003).
	 To examine whether the effect of additional formative assessments depends 
on students’ self-regulated learning behavior, two approaches were employed. 
First, each of the three extracted factors was divided into four equal groups 
(quartiles) and the dependency of the effect of solving additional formative 
assessments on that split variable was investigated for each factor. Second,  
a cluster analysis was conducted across all three factors, and the dependency 
of solving additional formative assessments on cluster membership was 
examined.
	 In the first approach, a two-way ANOVA was conducted for each factor 
group (quartiles), with factor group membership and solving additional 
formative assessments as the between-subject factors and performance in the 
end-of-semester knowledge test as the dependent variable. A significant 
interaction would indicate that the effect of additional formative assessments 
on performance in the end-of-semester knowledge test depends on  
student characteristics. The interaction term was not significant for the 
performance factor (F(3, 300) = 0.41, p = 0.75, η2 = 0.003) or the additional 
investment factor (F(3, 300) = 0.23, p = 0.87, η2 = 0.002); however, it was 
significant for the time investment factor (F(3, 300) = 4.14, p < 0.01, η2 = 0.04). 
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Figure 1 displays the interaction between the time investment group and 
solving additional formative assessments. In the lowest time investment 
quartile, solving additional formative assessments was associated with slightly 
lower performance in the end-of-semester knowledge test, whereas in all 
other quartiles, it was associated with higher performance. The performance 
difference in the end-of-semester knowledge test between non-solvers and 
solvers was −0.96 ( p = 0.13) for the first quartile, 0.63 ( p = 0.32) for the 
second quartile, 1.99 ( p < 0.01) for the third quartile, and 1.42 ( p < 0.05) for 
the fourth quartile. However, when applying a Bonferroni-corrected  
alpha level of 0.0125, the difference in the fourth quartile was no longer 
statistically significant. Overall, solving additional formative assessments 
appeared to be more beneficial for students who invested more time in solving 
the exercises. 

Note. Q1 = first quartile, Q2 = second quartile, Q3 = third quartile, Q4 = fourth quartile; 
means and standard deviations are displayed.

Figure 1
Interaction between the completion of additional formative assessments and students’ quartile ranking 
in time investment, in relation to performance on the end-of-semester knowledge test
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It is important to note that solvers and non-solvers were not equally distributed 
across the four time investment groups (χ²(3) = 10.44, p < 0.05). Fewer solvers 
(n = 29) than non-solvers (n = 48) were in the first quartile, and more solvers 
(n = 49) than non-solvers (n = 28) were in the second quartile. In the other 
two groups, solvers and non-solvers were similarly distributed (either n = 38 
or n = 39).
	 In the second approach, which is based on all three factors (performance, 
time investment, additional investment), a k-means cluster analysis was 
conducted to identify distinct student types. Initially, the number of clusters 
was determined using the NbClust function (Charrad et al., 2014), followed 
by the execution of the k-means cluster analysis using the stats package  
(R Core Team, 2021). The NbClust function helps determine the number of 
clusters in a dataset by evaluating 22 distinct fit indicators. Among these fit 
indicators, eight suggested a two-cluster solution and six recommended  
a three-cluster solution. Higher numbers of clusters were proposed by fewer 
than three fit indicators each. Consequently, both the two and three-cluster 
solutions were further examined. To circumvent local minima, 1,000 random 
starting positions were utilized.
	 For both the two and three-cluster solutions, an investigation was conducted 
to determine if the positive effect of additional formative assessments depended 
on cluster membership, or in other words, whether a significant interaction 
existed between cluster membership and the positive effect of solving 
additional formative assessments on performance on the end-of-semester 
knowledge test. To this end, a two-way ANOVA was performed for both the 
two and three-cluster solutions, with cluster membership and solving additional 
formative assessments as between-subject factors, and performance in the 
end-of-semester knowledge test as the dependent variable. The interaction  
was not significant for the two-cluster solution (F(1, 304) = 1.09, p = 0.29, η2 
= 0.003) but it was for the three-cluster solution (F(2, 302) = 3.13, p < 0.05, 
η2 = 0.02, see Figure 2). Therefore, the three-cluster solution was further 
investigated. In addition to the significant interaction, there was a main effect 
of cluster membership (F(2, 302) = 20.72, p < 0.001, η2 = 0.11) and a significant 
main effect of completing additional formative assessments (F(1, 302) = 9.77, 
p < 0.01, η2 = 0.03). 
	 In the three-cluster solution (see Table 3), one cluster (n = 66) exhibited low 
performance, low time investment, and relatively low additional investment. 
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Figure 2
Interaction between the completion of additional formative assessments and the students’ cluster 
membership in relation to their performance on the end-of-semester knowledge test

For subsequent analyses, this cluster will be denoted as the “low effort cluster.” 
Another cluster (n = 120) was characterized by high performance, moderate 
time investment, and low additional investment. Accordingly, this cluster 
achieved high performance with comparatively low investment and is therefore 
referred to as the “efficient cluster.” The last cluster (n = 122) exhibited above-
average performance and considerable effort in both time investment and 
additional investment. This cluster will be referred to as the “high effort 
cluster” in subsequent analyses and discussions.

DIFFERENTIAL EFFECTS OF ADDITIONAL FORMATIVE ASSESSMENTS ...



26

Table 3
Characterization of the three clusters identified as well as size of the entire sample (N) the sample 
of solvers, and the sample of non-solvers

Cluster 
name Performance Time 

investment
Additional 
investment 

N  
(non-solvers, 

solvers)
Low-performance, 
low-investment low effort −1.30 −1.02 −0.40 66 (37, 29)

High-performance, 
medium-investment efficient 0.43 0.07 −0.70 120 (47, 73)

High-performance, 
high-investment high effort 0.28 0.48 0.90 122 (70, 52)

Note. N = sample size of the entire sample and in parentheses sample size of non-solvers and 
solvers.

The performance difference in the end-of-semester knowledge test between 
non-solvers and solvers was −1.57 ( p < 0.01) for the high effort cluster, −0.62 
( p = 0.21) for the efficient cluster, and 0.41 ( p = 0.53) for the low effort cluster. 
This pattern of results persists when alpha is adjusted for multiple testing. 
Accordingly, solving additional formative assessments appeared to be most 
beneficial for high effort students. 
	 Again, solvers and non-solvers were not equally distributed across the 
three clusters (χ²(2) = 9.26, p < 0.01). A smaller proportion of solvers (n = 52) 
relative to non-solvers (n = 70) was observed in the high effort cluster, while 
a greater proportion of solvers (n = 73) compared to non-solvers (n = 47)  
was present in the efficient cluster. In contrast, the low effort cluster exhibited 
a more evenly distributed composition of solvers (n = 29) and non-solvers  
(n = 37).
	 Taken together, the effect of additional formative assessments depended 
on students’ characteristics in both approaches. Both higher time investment 
alone and belonging to the high effort cluster resulted in a larger positive 
effect of additional formative assessment on the end-of-semester knowledge 
test. As shown in Table 4, the low effort cluster consisted mostly of students 
of the low time investment group (Q1), the efficient cluster consisted mostly 
of students with medium time investment (Q2, Q3) and the high effort cluster 
of high time investment students (Q3, Q4). 
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Table 4 
Number of students in the three clusters depending on solving additional formative assessments and 
time investment group

Cluster Time investment group Total
Q1 Q2 Q3 Q4

Low effort 44 (26, 18) 13 (6, 7) 6 (4, 2) 3 (1, 2) 66 (37, 29)

Efficient 21 (14, 7) 40 (11, 29) 36 (15, 21) 23 (7, 16) 120 (47, 73)

High effort 12 (8, 4) 24 (11, 13) 35 (20, 15) 51 (31, 20) 122 (70, 52)

Note. Cells marked light gray contained at least thirty students. In parentheses (the number 
of non-solvers, the number of solvers). 

3 Discussion

This study aimed to investigate the impact of additional formative assessments 
on students’ self-regulated learning behavior and learning success, while also 
considering the varying impacts on different student groups. The completion 
of additional formative assessments covering identical content led to improved 
performance on the end-of-semester knowledge test. Moreover, these 
assessments had a differential impact on self-regulated learning behaviors 
across various variables. Notably, solvers exhibited enhanced performance 
in the formative assessments, yet reported lower levels of subjective 
comprehension (albeit not significantly so). They dedicated more time to 
completing exercises within the assessments, asked fewer questions about the 
exercises, and tended to engage less with the compulsory literature (albeit not 
significantly so). Furthermore, the inf luence of additional formative 
assessments on learning success depended on students’ self-regulated learning 
behaviors. Both increased time investment individually and membership in 
the high-effort cluster contributed to a more substantial positive effect of 
additional formative assessments on the end-of- semester knowledge test 
outcomes.

3.1 Influence of additional formative assessments on self-regulated learning  
behavior and learning success

The positive effect of additional formative assessments on learning success 
is consistent with the findings of Yang et al. (2021), who conducted a meta-
analytic overview. The current study extends the existing literature by 
demonstrating this beneficial effect in an applied setting, with complex 
exercises and even when the learning phase and assessment phase exercises 
were not identical but covered the same content. 
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	 This study found that solvers exhibited differences from non-solvers in 
certain aspects of self-regulated learning behavior. This was based on the initial 
assessments that both groups completed. Given that each formative assessment 
introduced new material, solvers’ enhanced performance can only be attributed 
to an indirect testing effect, since apart from the additional formative assessments, 
all other conditions were identical for both groups. The indirect testing effect 
occurs when testing not only enhances performance on the tested material but 
also on new, related material (Fernandez & Jamet, 2017; Szpunar et al., 2008; 
Wissman et al., 2011). Consequently, the additional formative assessments 
impacted the solvers’ self-regulated learning behavior with this new content. 
	 In this context, the differential impact of additional formative assessments 
on self-regulated learning behavior offers interesting insights. Even though 
solvers performed better than non-solvers in formative assessments, they 
reported lower estimates of their understanding (albeit not significantly so) 
compared to non-solvers. This pattern of results indicates that solvers exhibit 
less overestimation of their own performance, a phenomenon known as the 
“illusion of knowing” (Avhustiuk et al., 2018), where learners tend to 
overestimate their understanding relative to their actual performance.
	 This pattern of results, combined with the solvers’ higher time investment 
in solving formative assessments, indicates that the provision of additional 
formative assessments promotes better monitoring of one’s knowledge,  
which is consistent with the observation made by Fernandez and Jamet (2017), 
and more time allocation for studying, which is in line with Soderstrom  
and Bjork, (2014). This can be attributed to the fact that the provision of 
additional formative assessments enables students to receive supplementary 
feedback on their learning status (Clariana & Park, 2021; Perry & Winne, 
2006). This feedback assisted them in monitoring which behaviors in the 
initial assessments were most beneficial for their learning success in the 
additional formative assessments, prompting them to adjust their strategies 
and behaviors accordingly. 
	 However, it is crucial to acknowledge the potential less beneficial effects 
of the additional learning material. The increased cognitive demands associated 
with the additional formative assessments, in terms of both the material’s 
complexity and the volume of information, could lead to cognitive overload 
(Kossen & Ooi, 2021), and the extra exercises probably reduced the time 
available for students to fully engage with the material, causing them to adopt 
less elaborate learning strategies (e.g., less additional investment).

3.2 Student characteristics and the benefit of additional formative assessments
The impact of additional formative assessments on learning success depended 
on students’ self-regulated learning behavior. It was primarily the students 
who invested above-average time during formative assessments that benefited 
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from the additional exercises. Cluster analysis revealed that high-effort 
students (those with above-average time investment and above-average 
preparation/post-processing) gained the most from the extra exercises.
	 This outcome aligns with previous research by Greving et al. (2020), which 
demonstrated that the beneficial effect of solving exercises was most 
pronounced when retrieving information from memory was difficult but 
successful. In the high effort cluster, the retrieval of information from  
memory was generally successful, as overall performance in the investigated 
formative assessments was high. Furthermore, the retrieval of information 
from memory was difficult, as indicated by the above-average time investment 
(Dodonov & Dodonova, 2012; Dunst et al., 2014; Goldhammer, 2015) and 
the above-average additional effort (e.g., asking numerous questions in the 
forum).
	 The observed results align with the retrieval elaboration hypothesis 
(Carpenter et al., 2009). The high effort cluster demonstrated high time 
investment, additional investment, and above-average performance in formative 
assessments. Increased investment is typically linked with enhanced elaboration 
(Goldhammer et al., 2021). Likely due to their substantial investment, further 
elaboration or learning occurred during the initial formative assessments. The 
retrieval of this newly learned or elaborated content through additional 
formative assessments led to a more pronounced testing effect.
	 The high effort of this cluster may be correlated with high expectations 
of success, which is associated with a stronger positive impact of testing 
(Heitmann et al., 2022). Additionally, their regular learning behavior might 
also contribute to a more pronounced testing effect (Adesope et al., 2017; 
Karpicke & Bauernschmidt, 2011).
	 On the other hand, students in the low effort and efficient clusters did 
not show significant positive effects from additional formative assessments 
on their learning success. Low performers probably do not utilize the extra 
assessments effectively, while efficient learners do not require them, having 
already comprehended the material (Bjork et al., 2013).
	 For the low-effort cluster, this lack of effect might be attributed to the 
difficulty of the assessments, low motivation, or low elaboration of learning 
content (Carpenter et al., 2009; Heitmann et al., 2022; Minear et al., 2018). 
Exercises were probably too difficult for those students and retrieval of 
information was often unsuccessful, as indicated by the low performance in 
the formative assessments (Minear et al., 2018). According to the Yerkes-
Dodson law (Yerkes & Dodson, 1908), when exercises become too difficult, 
motivation, response latencies and performance decrease (Borter et al., 2016; 
Dunst et al., 2014; Goldhammer, 2015). Their lack of prior knowledge may 
have posed challenges in integrating and elaborating on new but related 
content (Cogliano et al., 2019; Francis et al., 2020). In addition, especially for 
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this group, the increased cognitive demands associated with the additional 
formative assessments, in terms of both the material’s complexity and the 
volume of information, might have led to cognitive overload (Kossen & Ooi, 
2021) or to hasty and unelaborated learning behavior due to the higher 
investment requirements imposed by the additional formative assessments.
	 In the efficient cluster, the absence of a significant positive effect could 
be due to either high ability and abstraction or the assessments being too easy 
for these students (Goldhammer, 2015) and accordingly no elaboration was 
needed. Even though retrieval from memory was quite successful in this 
cluster as indicated by the high performance in the formative assessments,  
it was not difficult (average time investment, very low additional investment 
e.g., asking questions). The exercises were probably not difficult enough for 
those students and after the first formative assessments no additional exercises 
were needed, as the students already grasped the content. Beside the possibility 
that formative assessments were too easy for students in this cluster, the high 
performance associated with rather low investment might be a sign of high 
ability or abstraction (Goldhammer, 2015). In this case, additional exercises 
are probably not necessary, as students understand the content on an abstract 
level and do not need different exercises from different contexts covering the 
same content. When low exercise difficulty is the reason for the missing effect 
of testing in this cluster, more difficult exercises would lead to a testing effect, 
whereas when high abstraction is the reason, more difficult exercises would 
probably not lead to a stronger testing effect. To differentiate between the 
two possibilities, further research is needed.
	 In addition, it was shown that students with poorer learning strategies 
show a larger testing effect than students with good strategies (Minear et al., 
2018, Robey, 2019). The efficient cluster might have particularly good learning 
strategies as indicated by the high performance reached with rather low 
investment. 

3.3 Solvers and non-solvers not equally distributed across time investment groups  
or clusters

The impact of solving additional formative assessments on self-regulated 
learning behavior led to an uneven distribution of students across time 
investment groups or clusters. Fewer solvers than non-solvers were found in 
the very low time investment group (Q1), while more solvers than non-solvers 
were present in the second time investment group (Q2). Furthermore, solvers 
more frequently belonged to the efficient cluster and less frequently to the 
high effort cluster.
	 On one hand, the additional formative assessments might have resulted 
in high effort students sacrificing additional investment (e.g., asking questions, 
reading literature) to invest more time in solving formative assessments 
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(indirect testing effect, better monitoring, prioritizing different learning 
materials). Due to the positive effect of additional formative assessments, 
this resulted in higher performance. Higher performance in combination 
with lower additional investment is the behavioral pattern associated with 
the efficient cluster and led to a shift from the high effort to the efficient 
cluster (e.g., in Table 4, more solvers in the efficient cluster and higher time 
investment groups).
	 On the other hand, solving additional formative assessments prompted 
low investment students to invest more time in solving exercises and to achieve 
higher performance in the formative assessments (indirect testing effect). 
This combination of medium time investment, higher performance, and low 
additional investment is associated with the efficient cluster (e.g., in Table 4, 
there are more solvers in high time investment groups of the efficient cluster 
but fewer in the low effort low time investment group).
	 In conclusion, due to an indirect testing effect, solvers demonstrated 
improved monitoring associated with more efficient learning, and as a result, 
many solvers were part of the efficient cluster, which is linked to high 
performance on the end-of-semester knowledge test. Additionally, the 
availability of numerous formative assessments for solvers may have forced 
them to make decisions on where to allocate their time (Yang et al, 2017).  
As they spent more time on the exercises and solved a greater number of 
them, they reduced other activities (additional investment, fewer repetitions 
of the first formative assessments, but more repetitions when including 
additional formative assessments).

3.4 Practical relevance of the findings
As a lot of time is invested in solving additional formative assessments and 
not all students profit from them, it seems unethical to suggest additional 
assessments to all students. In the future, approaches from adaptive learning 
analytics (Mavroudi et al., 2018) should be implemented into the course.  
As indicated by the results of this study, for students with above average  
time investment, additional formative assessments should be suggested  
as adding formative assessments probably improves their learning success. 
For students with below-average time investment, it is important to know 
whether below-average time investment is associated with low or high 
performance in the formative assessments. If it is associated with high 
performance, there is no need to suggest the additional formative assessments 
as they probably would not lead to greater learning success. However, more 
difficult exercises might lead to even greater learning success in this cluster, 
but future research is needed to test those predictions. When low time 
investment is linked to low performance in formative assessments, interventions 
to increase content understanding, content elaboration, improve learning 
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strategies, enhance monitoring, or adjust time allocation should be suggested. 
Only after successfully making these improvements should additional 
assessments be recommended.
	 When deciding whether to create additional formative assessments for  
a course, it is essential to consider that although many students benefited 
from the extra assessments and nearly all students solved them when available, 
the effect sizes were relatively small, and providing additional formative 
assessments influenced students’ behavior in both beneficial and less beneficial 
ways. The present study highlights the importance of considering individual 
differences in students’ self-regulated learning behavior when implementing 
additional formative assessments.

3.5 Measurement considerations
To investigate learning as comprehensively as possible, a variety of variables 
were measured, some of which were highly related. Therefore, variables of 
the same type (e.g., response latencies for exercises) were reduced to  
a single score. Observations of the same type can be interpreted as a sampling 
of observations, and combining them leads to a more reliable measure 
(Goldhammer et al., 2021). For example, when combining 100 response 
latencies, the influence of measurement error (e.g., taking a coffee break while 
solving an exercise, leading to longer response latency) is reduced. Moreover, 
high correlations between similar measures, as indicated by a strong first 
principal component, suggest that the different variables measured the same 
construct. The summarized measures of the same type were combined in a 
factor analysis. First, this resulted in well-interpretable factors (performance, 
time investment, additional investment), and second, fewer but more reliable 
measures lead to a better performance in cluster analysis (Dalmaijer et al., 
2021). Based on these three factors, three clusters were built. The clusters 
found were similar to previous studies, in which clusters based on effort and/
or processing depth ( Jovanović et al., 2017; Kovanovic et al., 2015; Li et al, 
2020; Ning & Downing, 2015; Parpala et al., 2021; Sun & Xie, 2020; van 
Alten et al., 2021; Vanslambrouck et al, 2019; Zheng et al., 2020) based on 
regularity of learning (Kim et al., 2018; Parpala, 2021), on prior knowledge 
(Khayi & Rus, 2019), on the pace of learning (Munje et al., 2020), and on 
performance and learning behavior were found (Waspada et al., 2019). 
Accordingly, the three clusters of this study fit well into previous research.

3.6 Future work
Future research could investigate how cluster membership and learning 
behavior evolves throughout the semester and whether adaptive hints or 
instructions can help students find the learning behavior or strategy that 
maximizes their learning success. The consistency of these clusters across 
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various courses needs to be investigated. Furthermore, the psychological 
traits associated with cluster membership should be understood. It has been 
suggested by a recent study (Heitmann et al., 2022) that quizzing might not 
be beneficial for learners exhibiting a low hope of success, an attribute that 
might be prevalent in some of the clusters identified.
	 Additionally, the behavior data of the extra formative assessments should 
be examined, and exercise difficulty should be considered. Future research 
could benefit from a deeper exploration of the potential impact of assessment 
length on learner engagement, to discern if longer formative assessments 
might introduce variability in self-regulated learning. Furthermore, integrating 
various theories of self-regulation into our understanding of self-regulated 
learning behavior warrants further investigation. In addition, determining 
whether the positive effect of additional formative assessments can be 
attributed to an indirect testing effect, a direct testing effect, or a combination 
of both would be of significant interest in future research. 

3.7 Limitations
The study’s limitations primarily stem from its quasi-experimental approach 
in a real-world setting. Consequently, it is challenging to determine the 
generalizability of the findings to other courses. Furthermore, not all students 
in the course participated or met the inclusion criteria, which may have 
affected the results. Additionally, principal component analysis, exploratory 
factor analysis, and cluster analysis are exploratory instruments bearing the 
risk of false discoveries (Moosbrugger & Kelava, 2012). As a result, it is 
necessary to confirm or disprove these exploratory and course-specific 
findings in future research.

Conclusion

In conclusion, additional formative assessments led to an overall better 
performance in the end-of-semester knowledge test. However, this effect 
depended on students’ characteristics. Above-average time investment was 
associated with a more beneficial effect of solving additional formative 
assessments. As indicated by the results of the cluster analysis, solvers 
characterized by above-average time investment and additional investment 
(high effort cluster) benefited from additional formative assessments, while 
below-average time investment was associated either with low investment/
understanding (low effort cluster) or high understanding with relatively low 
investment (efficient cluster). In both these clusters, no positive effect of 
additional formative assessments was identified. Furthermore, engaging in 
additional formative assessments led to changes in self-regulated learning 
behavior, both positive and negative, resulting in a higher proportion of 
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solvers in the efficient cluster, which is associated with high performance on 
the end-of-semester knowledge test. Taken together, solving additional 
formative assessments is beneficial for some but not all students and is 
associated with both beneficial and less beneficial changes in self-regulated 
learning behavior.
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Introduction

Self-regulated learning (SRL) entails processes that empower learners to 
regulate their cognition, emotions, and behavior as they engage in learning 
tasks (Pintrich, 2004). Although these processes are employed cyclically 
throughout the learning process, it is possible to distinguish three phases of 
SRL: forethought, performance, and self-reflection (Panadero, 2017). In the 
forethought phase, SRL involves goal setting and strategic planning, 
incorporating motivational beliefs such as self-efficacy, outcome expectations, 
goal orientation, and the intrinsic value of the learning task. The performance 
phase encompasses self-control and self-observation during learning 
(Zimmerman & Campillo, 2003). In the self-reflection phase, learners engage 
in self-judgment by comparing their learning outcomes with their  
expectations, making causal attributions for their results, and responding 
emotionally to their learning outcomes (Zimmerman, 2002). The extent to 
which learners engage in SRL during their studies is associated with their 
academic achievement and satisfaction (Broadbent & Poon, 2015). In our 
study, we focus on two SRL processes that relate to how learners set their 
goals in the first phase of their SRL.
	 Engagement in SRL is essential in online learning environments, including 
the learning management systems (LMS) that are widely used in higher 
education, as such environments put high demands on student ability to 
structure, process, and evaluate their online learning (Wong et al., 2019).  
In recent years, there has been a shift in the way online learning is studied, 
with researchers looking for new ways to explore and measure the online 
learning process, attempting to move away from self-report questionnaires 
toward new indicators based on capturing digital traces of student learning 
behavior in online learning environments (Winne, 2010). In this approach, 
learning engagement in online learning environments may be measured in 
terms of the number and frequency of visits or learning time spent in the 
online learning environment (Kim, et al., 2016; Kim et al., 2018; Kovanović 
et al., 2015a; Kovanović et al., 2015b). Learning analytics, the broader research 
area that specifically focuses on capturing and investigating online learning 
processes through the collection and analysis of data available in online 
learning environments, appears to be a promising approach to studying online 
learning behavior (Vieira et al., 2018; Winne, 2017). However, in the context 
of learning in blended courses, learning analytics can provide only a limited 
insight into student learning processes, as not all learning takes place in online 
learning environments (Ifenthaler & Schumacher, 2016; Wilson et al., 2017). 
Digital traces of student learning behavior offer useful insights into the actions 
that students take while learning; on the other hand, these data can suffer 
from the ambiguity of interpretation (Gašević et al., 2016; Wise & Shaffer, 
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2015). This study combines subjective data (i.e., self-reports) and data of an 
objective nature (i.e., logs) to gain further insight into the relationship between 
student SRL, online learning behavior, and satisfaction with the course.
	 We aim to answer the question of how goal setting and goal orientation 
are related to student engagement within the online learning environment, 
as demonstrated by the number of visits, regularity of visits, and total time 
spent. At the same time, we aim to answer the question of how learning 
behavior, goal setting, and goal orientation are related to student satisfaction 
with the course.

1 Theoretical background

1.1 Goal setting and goal orientation within self-regulated learning
Setting learning goals for one’s own learning is an essential part of SRL 
processes across the different theoretical approaches to describing the SRL 
model (Panadero, 2017). In Zimmerman’s model, goal setting and goal 
orientation are processes that fall within the first of three phases of SRL.  
In this first phase, learners focus on forethought and planning their learning 
process. The forethought phase consists of task analysis, including goal setting 
and strategic planning, and self-motivation beliefs consisting of self-efficacy, 
outcome expectations, intrinsic interest, and goal orientation (Zimmerman, 
2002; Zimmerman & Moylan, 2009). Pintrich (2004) argued that the first 
phase of SRL covers forethought, planning, and activation; it involves 
cognitive, affective, and behavioral processes, as well as the perception of 
the learning task and context. In this SRL model, the learner sets goals at  
the cognitive level and adopts goal orientation at the motivational and affective 
levels. According to Winne (2013), these processes follow task definition  
and consist of setting goals and planning how to achieve them, linking goals 
and tactics before the learner starts working on the task itself. To sum up, 
goal setting and goal orientation cover the cognitive as well as the motivational 
and affective aspects of how learners deal with goals in learning.
	 Goal setting is the process of identifying goals and deciding what outcomes 
one wants to achieve (Zimmerman & Moylan, 2009). Setting goals is linked 
to various aspects of student learning at university. Goal setting, along with 
other SRL behaviors, is associated with the perception of online courses 
(Barnard et al., 2008) and with the quality of learning resources (Ballouk et 
al., 2022). Students with higher levels of goal setting are more likely to adopt 
a deep learning approach to learning (Soyer & Kirikkanat, 2019). Goal setting 
is also associated with academic achievement (Ballouk et al., 2022; Barnard 
et al., 2008).
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	 Goal orientations describe the broader purposes of achievement behavior 
and explain how people behave in achievement situations and why (Kaplan 
& Maehr, 2007). It is possible to distinguish mastery and performance goal 
orientations. Students applying mastery goal orientations focus on achieving 
task-based or intra-personal competence; those applying performance goal 
orientations focus on being well perceived by others (Miller et al., 2021). 
Similarly, based on goal content theory, we can distinguish between extrinsic 
and intrinsic goal orientations (Kasser & Ryan, 1996). Intrinsic goal orientation 
focuses on personal growth and learning itself; extrinsic goal orientation is 
associated with the fulfilment of goals such as achievement, recognition from 
others, and obtaining material benefits (Zhang et al., 2018). Goal orientations 
inf luence how students perceive different components of the learning 
environment, such as course assessment (Kaur et al., 2018), and their behavior, 
such as task selection (Lindfors, 2021).

1.2 Online learning behavior and course satisfaction
Learning satisfaction is understood as an affective dimension of learning 
outcomes (Klein et al., 2006). Course satisfaction can then be viewed as the 
satisfaction arising from studying a particular course. In the context of online 
and blended learning, learning satisfaction seems to be one of the key factors 
that determine learning retention and academic success when learning in an 
online learning environment (Ke & Kwak, 2013; She et al., 2021). Huang 
(2023) stated that effective goal setting promotes learning motivation and 
higher learning satisfaction, which in turn leads to better performance and 
well-being. At the same time, Klein et al. (2006), in their research on blended 
learning environments, found a significant positive relationship between goal 
orientation and learning satisfaction. Similar results were found in relation 
to goal orientation among college students (Sánchez-Cardona et al., 2021). 
Another study (Ma & She, 2023) found a positive correlation between goal 
orientation and learning satisfaction, while also focusing on a mediating effect 
in this relationship, with academic self-efficacy and learning engagement 
acting as intervening factors. Thus, our first hypothesis is as follows:
•	 H1 Goal setting and goal orientation positively correlate with student 

course satisfaction.

The relationship between student learning behavior and their learning 
engagement was assumed in Pintrich’s SRL model (Pintrich, 2004), in which 
learning goal orientation was seen as a kind of motivational process within 
the forethought phase, which lays the foundation for the subsequent 
performance phase, within which students regulate their learning behavior 
(i.e., it affects student learning engagement). Several studies have concluded 
that student online learning behavior is inf luenced by their affective 
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characteristics. An important implication of a study by Schwam et al. (2021) 
was that students who lack confidence in their ability to navigate the online 
learning environment may not use SRL techniques as effectively as their more 
proficient peers. This discomfort has the potential to impede the learning 
process, as students not only have to engage with the course content, but also 
have to invest considerable effort in familiarizing themselves with the 
intricacies of the online learning environment. Similarly, Zhang & Liu (2019) 
suggested that student learning behavior and learning engagement are driven 
by their learning goals and plans. Therefore, we propose the following 
hypothesis:
•	 H2 Goal setting and goal orientation positively correlate with student 

behavior in the online learning environment.

Pintrich’s SRL model (Pintrich, 2004) also proposes a relationship between 
student learning behavior (in other words, their learning engagement) and 
learning satisfaction. In the context of online learning environments, learning 
engagement is manifested by, for example, the frequency of course visits,  
the regularity of completing assignments, and the number of posts in 
discussion forums. Learning engagement is a determinant of the learning 
experience and thus subsequent course satisfaction (Rajabalee & Santally, 
2021). Research has suggested that learning behavior and learning engagement 
are among the strongest predictors of learning satisfaction (Murillo-Zamorano 
et al., 2019). A study by El-Sayad et al. (2021) focused on online learning 
during the COVID-19 pandemic found a significant relationship between 
student behavioral engagement and their learning satisfaction. At the same 
time, students who are not sufficiently engaged in the learning process tend 
to experience low levels of learning satisfaction (Gao et al., 2020). Thus, we 
propose the last hypothesis as follows:
•	 H3 Student behavior in the online learning environment positively 

correlates with student course satisfaction.

2 Methods

2.1 Sample and procedure
This study focuses on goal-related aspects of SRL and their relationship to 
student satisfaction and behavior in an online learning environment used to 
support student learning in blended university courses. The study combines 
data from two different sources: data from a questionnaire survey that the 
students completed during the semester and data extracted from the database 
of the online learning environment that the students used during the semester 
as part of their coursework.
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	 Participants in this study were recruited from 76 different courses taught 
at the Faculty of Arts, Masaryk University (Czech Republic) during three 
different semesters. In each of the three semesters, students of different 
courses were approached to complete a questionnaire focusing on various 
dimensions of SRL and other relevant factors. After the end of the semester, 
relevant data on student behavior in the online learning environment were 
extracted for those students who agreed to participate in the research. All of 
the research, the distribution of the questionnaire and the extraction of data 
from the online learning environment, was carried out in cooperation with 
the teachers of the selected courses.
	 A total of 882 student responses were analyzed. Only courses with 
responses from at least five different students were included in the sample. 
Students from both bachelor’s (77.55%) and non-follow-up master’s fields 
(21.77%) were approached to complete the questionnaire. The mean age of 
the respondents was 21.98 years (med = 21). Regarding gender, 76.87% of 
the respondents were female and 21.77% were male, which corresponds to 
the gender distribution of the students at the Faculty of Arts (1.02% of the 
students chose the option “other”). The vast majority of students in the sample 
were full-time students (94.56%).

2.2 Measures
Goal setting was measured using a five-item scale developed by Barnard, 
Lan, To, Paton, & Lai (2009) and used as one of six subscales within the 
Online Self-Regulated Learning Questionnaire (OSLQ). The goal setting scale 
consisted of five-point Likert scale items such as: “I set standards for my 
assignments in online courses,” “I set short-term (daily or weekly) goals as 
well as long-term (monthly or for the semester) goals,” and “I set goals to 
help me manage study time for my online courses.” The wording of the items 
was slightly modified to suit the context of this study (e.g., blended courses 
using online support in an online learning environment to varying degrees 
in combination with in-class instruction). The Cronbach’s alpha in the original 
study (i.e., Barnard et al., 2009) was 0.95; in our sample, the Cronbach’s alpha 
is 0.763, which can probably be explained by the use of the scale in the context 
of blended courses.
	 Student goal orientation was measured using two subscales from the 
Motivated Strategies for Learning Questionnaire (MSLQ) developed by Pintrich et 
al. (1991). In this questionnaire, the authors distinguish between intrinsic 
and extrinsic goal orientation when measuring student goal orientation. 
Both the intrinsic and extrinsic goal orientation scales consist of four seven-
point Likert scale items. The intrinsic goal orientation scale consisted of items 
such as: “In a class like this, I prefer course material that really challenges 
me so I can learn new things” and “The most satisfying thing for me in  
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this course is trying to understand the content as thoroughly as possible.”  
The Cronbach’s alpha of the intrinsic goal orientation scale reported in 
Pintrich’s manual for the MSLQ (Pintrich et al., 1991) was 0.74; in our sample, 
the Cronbach’s alpha is 0.815. The extrinsic goal orientation scale consisted 
of items such as: “I want to do well in this class because it is important to 
show my ability to my family, friends, employer, or others” and “If I can,  
I want to get better grades in this class than most of the other students.”  
The wording of the items was slightly modified to fit the context of Czech 
university studies (for example, the items related to grade point average  
(GPA) have been modified as GPA is not a highly used indicator in the Czech 
context compared to other countries). The Cronbach’s alpha of Pintrich’s 
manual for the MSLQ was 0.62; in our sample, the Cronbach’s alpha is 0.82.
	 To measure student learning satisfaction when studying a blended course 
with online support in an online learning environment, we used the five-item 
course satisfaction scale used by Lee, Srinivasan, Trail, Lewis, & Lopez 
(2011), which included items such as: “This course increased my interest in 
the subject,” “I felt comfortable in this course,” and “I would recommend 
this course to others.” Respondents answered on a five-point Likert scale 
ranging from 1 (strongly disagree) to 5 (strongly agree). The Cronbach’s alpha 
in the original study (i.e.,  Lee et al., 2011) was 0.94; in our sample, the 
Cronbach’s alpha is 0.9.

Table 1
Basic descriptive statistics and Cronbach’s alpha for the questionnaire scales

Min–
Max Mean Median SD Skewness Kurtosis Alpha

Goal Setting 1–5 3.28 3.20 0.86 –0.15 –0.25 0.76
Intrinsic goal 
orientation 1–7 4.91 5.00 1.22 –0.56 0.26 0.82

Extrinsic goal 
orientation 1–7 4.16 4.25 1.53 –0.12 –0.63 0.82

Course satisfaction 1–5 4.03 4.20 0.94 –1.11 0.61 0.90

The second set of variables used in the analyses were related to online learning 
behavior. The variables were created based on student log records extracted 
from the database of the online learning environment that served as the main 
online learning support for each course. After pre-processing the student log 
records, three proxy indicators were used to measure and describe student 
learning behavior in the online learning environment (OLE): 1) number of 
course visits in OLE, 2) irregularity of visits in OLE, and 3) total time spent 
in online course support in OLE.
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	 For the number of course visits in OLE, a visit was conceptualized as 
a situation where a student enters a course in OLE, spends some time in the 
course, and then leaves the course. If the student returns to the course after 
a period of time (e.g., a week), this is counted as a new visit. In most online 
learning environments, it is not possible to distinguish exactly between visits, 
because the end of a visit is usually not explicitly recorded in the system 
(i.e., the student does not explicitly log out of the system, but simply stops 
working in the system and closes the browser window). Therefore, an  
inactivity threshold is usually used to distinguish between individual visits 
(cf. Kovanović et al., 2015a). For this analysis, an inactivity threshold of  
30 minutes was chosen, which means that a 30-minute period of inactivity 
was used as an indicator of the end of the visit.
	 The irregularity of visits captures another aspect of student learning 
behavior in OLE. To measure the degree of irregularity of visits, we used the 
approach suggested by Jo et al., 2015 and Kim et al., 2018, who calculate the 
irregularity of visits using the standard deviations of the time intervals 
between individual visits in the course. In general, the lower the value of this 
variable, the more regularly the student attends the course. For example, a 
student who regularly attends a course at the same time every week will have 
a low value for this variable, while a student who attends a course sporadically 
will have a high value for this variable.
	 The final variable used to capture student online learning behavior was 
the total time spent in the course in OLE. Similar to the number of visits, 
a threshold of 30 minutes of inactivity was used to signal the end of a student’s 
visit to the course. The duration of the visit (in minutes) was then calculated 
as the time from the first log record within that visit to the last log record 
within that visit (i.e., the last log record preceding the 30-minute period of 
inactivity). However, for each visit, the estimated time spent on the last activity 
was added to the time difference between the last and first log within a visit. 
Following other studies (cf. Kim et. al., 2016; Kovanović et al., 2015b), we 
estimated the time spent on the last activity as the average time spent on the 
other activities within the same visit.
	 As all three variables related to student online learning behavior showed 
a non-normal distribution, a logarithmic transformation was performed before 
using the variables in the regression models. The table below shows the 
descriptive statistics of the variables before and after transformation.
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Table 2
Basic descriptive statistics for the student online learning behavior variables

Min Max Mean Median SD Skewness Kurtosis

Before transformation
Number of visits in OLE 0 179 37.7 33 27.2 1.39 3.05

Irregularity of visits in OLE 0.02 47.3 4.84 3.14 5.07 3.68 18.9

Total time spent in OLE 0.10 2485.1 402.2 307.5 349.3 2.04 6.00

After transformation
Number of visits in OLE 0 5.19 3.31 3.5 0.93 –1.16 1.70

Irregularity of visits in OLE 0.03 3.86 1.30 1.15 0.70 0.86 0.55

Total time spent in OLE 0.87 7.82 5.62 5.73 0.97 –0.81 1.10

2.3 Data analysis
Given the hierarchical nature of the data analyzed (i.e., students nested within 
individual courses), multilevel modelling was used for data analysis (cf. Heck 
& Thomas, 2015; Hox, 2010; Snijders & Bosker, 2012). The main reason for 
using multilevel modelling was that we did not control for the learning design 
of the courses in the study. On the contrary, our aim was not to focus only 
on a specific learning design of the courses, but to cover a wide range of 
different types of courses that are commonly used in online learning 
environments at universities. 
	 First, basic descriptive statistics (see Tables 1 and 2) and correlations 
between all analyzed variables (see Table 3) were calculated. Then, for each 
of the dependent variables, a null model was estimated as a basis for calculating 
the intra-class correlation coefficient (ICC). Finally, separate multilevel models 
were estimated for each of the hypotheses tested. All preprocessing and 
analyses were performed using the R statistical software (Posit team, 2023; 
R Core Team, 2023). The lme4 library (Bates et al., 2015) was used for 
multilevel modelling.

3 Results

Initially, descriptive statistics and correlations were calculated (see Tables 1, 
2, and 3). Among the descriptive statistics, the higher skewness of course 
satisfaction is worth mentioning, which showed that in our sample there were 
rather high values of course satisfaction. As far as correlations are concerned, 
there was a very strong correlation between all three indicators of student 
learning behavior. While the strong positive correlation between the number 
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of visits and the total time spent in the course is probably to be expected, the 
strong negative correlation between the number of visits and the irregularity 
of visits is perhaps not immediately expected, but it follows from the way the 
irregularity of visits is calculated. In addition, we calculated the intra-class 
correlation coefficient for all dependent variables in the following models. 
The ICC for course satisfaction was 0.241, which means that about 24.1%  
of the variance in student course satisfaction was due to differences between 
courses. The ICCs for the indicators of student online learning behavior are 
as follows: number of visits = 0.533, irregularity of visits = 0.473, total time 
spent = 0.479. These ICCs can be considered relatively high and further 
indicate the need to estimate multilevel models.

Table 3
Correlations between all analyzed variables

1) 2) 3) 4) 5) 6)
1) Goal setting 1

2) Intrinsic goal orientation 0.444 1

3) Extrinsic goal orientation 0.486 0.414 1

4) Course satisfaction 0.342 0.575 0.267 1

5) Number of visits in OLE 0.212 0.025 0.105 0.099 1

6) Irregularity of visits in OLE −0.196 0.012 −0.061 −0.039 −0.860 1

7) Total time spent in OLE 0.214 0.047 0.080 0.120 0.794 −0.612

To address the first hypothesis, which focused on goal setting and goal 
orientation and their relationship to student course satisfaction, a model was 
constructed with goal setting and intrinsic and extrinsic goal orientation  
as independent variables and course satisfaction as the dependent variable. 
The resulting model is presented in Table 4, which shows that both goal 
setting and goal orientation are significant factors in student course satisfaction. 
However, within goal orientation, only the intrinsic dimension was statistically 
significant; the extrinsic dimension of goal orientation did not seem to have 
an effect on student course satisfaction. In both cases, the identified significant 
relationship was positive: higher goal setting and higher intrinsic goal 
orientation led to higher student satisfaction with the course.
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Table 4
Effects of goal setting and goal orientation on student course satisfaction

Course satisfaction
Coef. SE p

Fixed Effects
(Intercept) 1.73 0.12
Goal setting 0.13 0.03 <0.001
Intrinsic goal orientation 0.36 0.02 <0.001
Extrinsic goal orientation 0.01 0.02 0.584

Random Effects
Residual variance 0.47
Intercept variance 0.13

Fit statistics
Marginal R2 / Conditional R2 0.304 / 0.458
Deviance 1923.8
AIC 1957.1

Subsequently, three models were created in relation to the second hypothesis, 
which dealt with the relationship between goal-related variables and student 
behavior in the online learning environment. Thus, a separate model with 
goal setting, intrinsic goal orientation, and extrinsic goal orientation as 
independent variables was created for each dependent variable related to 
student online learning behavior (i.e., number of visits to the course in OLE, 
irregularity of visits to the course in OLE and total time spent in the course 
in OLE). The data for all three models are presented in Table 5, which shows 
that of the three independent variables, only goal setting had a statistically 
significant effect on student online learning behavior. At the same time, the 
variable appears to have had a significant effect on all three observed 
indicators of student behavior. For the number of visits and total time spent, 
the effect of goal setting was positive, i.e., the better a student was able to set 
their own goals, the more often they attended the course and the more total 
time they spent on the course in OLE. For the irregularity of course visits, 
the observed effect is negative, indicating a positive relationship between 
goal setting and regularity of course visits. So, similarly to above, the better 
a student was able to set their learning goals, the more regularly they visited 
the online learning support of the course being studied.

GOAL SETTING AND GOAL ORIENTATION AS PREDICTORS...



50

Table 5 
Effects of goal setting and goal orientation on indicators of student online learning behavior

Number of visits Irregularity of visits Total time spent
Coef. SE p Coef. SE p Coef. SE p

Fixed Effects
(Intercept) 2.90 0.13 1.59 0.11 5.06 0.14
Goal Setting 0.10 0.03 0.002 –0.11 0.03 <0.001 0.11 0.04 0.003
Intrinsic goal 
orientation –0.01 0.02 0.607 0.03 0.02 0.129 0.01 0.02 0.658

Extrinsic goal 
orientation 0.03 0.02 0.056 –0.01 0.01 0.455 0.03 0.02 0.164

Random Effects
Residual variance 0.40 0.27 0.49
Intercept variance 0.45 0.23 0.45

Fit statistics
Marginal R2 / 
Conditional R2 0.015 / 0.536 0.016 / 0.469 0.016 / 0.485

Deviance 1872.5 1441.7 2022.3
AIC 1905.2 1476.1 2054.4

The last hypothesis dealt with the relationship between student online learning 
behavior and student course satisfaction. To test the first hypothesis, we 
started from the model presented in Table 4 and added the indicators of 
student learning behavior as three additional independent variables. Similarly 
to the first model, student course satisfaction served as the dependent variable. 
The results for this model are presented in Table 6 and show that none of the 
three indicators of student behavior had a statistically significant relationship 
with student satisfaction with the course. At the same time, the fit statistics 
for this model do not appear to be significantly different from those of the 
original model (cf. Table 4). This further confirms that the addition of 
indicators of student online learning behavior does not help explain the 
variability in student course satisfaction.
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Table 6
Effects of goal setting, goal orientation, and indicators of online learning behavior on student course 
satisfaction

Course satisfaction
Coef. SE p

Fixed Effects
(Intercept) 1.56 0.36
Goal Setting 0.12 0.03 <0.001
Intrinsic goal orientation 0.37 0.02 <0.001
Extrinsic goal orientation 0.00 0.02 0.935
Number of visits –0.00 0.09 0.965
Irregularity of visits –0.01 0.07 0.910
Total time spent 0.04 0.05 0.405

Random Effects
Residual variance 0.46
Intercept variance 0.11

Fit statistics
Marginal R2 / Conditional R2 0.313 / 0.445
Deviance 1802.8
AIC 1854.3

4 Discussion and conclusion

The aim of this study was to investigate the relationship between goal-related 
SRL processes (goal setting and goal orientation) and student learning 
behavior in the online learning environment, and how goal setting, goal 
orientation, and student online learning behavior are related to student 
satisfaction with the course. In order to fulfil these aims, we formulated three 
hypotheses and tested them with multilevel regression analysis.
	 The first hypothesis predicted a positive relationship between goal setting 
and goal orientation and student course satisfaction. Based on the analysis 
conducted, we can confirm the proposed hypothesis. However, for goal 
orientation, the analyses carried out in this study distinguished between 
intrinsic and extrinsic goal orientation, which allowed us to reveal that the 
positive relationship between goal orientation and student course satisfaction 
occurs only with intrinsic goal orientation. In contrast, no statistically 
significant relationship was found between extrinsic goal orientation and 
student course satisfaction.
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	 These findings are consistent with earlier research showing a positive 
association with learning satisfaction for both goal setting and goal orientation 
(Huang, 2023; Klein et al., 2006; Ma & She, 2023; Sánchez-Cardona et al., 
2021). On the other hand, our findings highlight the importance of 
distinguishing between intrinsic and extrinsic goal orientation, as the 
relationship between these two types of goal orientation and student 
satisfaction appears to be very different. Existing studies have not always 
distinguished between these two types of goal orientation and have dealt 
with goal orientation in general, which may obscure important differences. 
For example, the study by Sánchez-Cardona et al. (2021), which reported  
a positive relationship between goal orientation and learning satisfaction, 
actually focused specifically on intrinsic goal orientation (as can be inferred 
from a close reading of the methodology and measures used), meaning that 
their findings are quite consistent with our results. The same is true for a 
number of other studies that report a positive relationship between goal 
orientation and student learning satisfaction (Klein et al., 2006; Ma & She, 
2023). Many other researchers (Kasser & Ryan, 1996; Lee et al., 2010; Miller 
et al., 2021; Zhang et al., 2018) have distinguished between intrinsic and 
extrinsic goal orientation, showing that these are indeed two very different 
dimensions of goal orientation and that their relationship to student learning 
satisfaction may be distinct and more complex.
	 Our second hypothesis focused on the relationship between goal setting 
and goal orientation and student behavior in an online learning environment, 
predicting that higher levels of goal setting and goal orientation would lead 
to higher levels of student activity and engagement in the online learning 
environment. In dealing with the second hypothesis, we focused our attention 
on three different indicators of student online learning behavior: the number 
of student visits in the course, the irregularity of student visits in the course, 
and the total time spent in the course within the online learning environment. 
The results of the analysis suggest that only goal setting has a statistically 
significant positive effect on student learning behavior. That is, a greater 
ability of students to set goals for their own learning is associated with more 
frequent course attendance, higher regularity of course attendance, and overall 
greater time spent in the course. On the other hand, goal orientation was not 
found to be statistically significantly related to any of the three indicators of 
student behavior in the online learning environment. This was the case for 
both intrinsic and extrinsic goal orientation. Thus, the second hypothesis is 
only partially supported.
	 The fact that no significant relationship was found between goal orientation 
and student online learning behavior is surprising, as previous research (Miller 
et al., 2021; Pintrich, 2004; Zhang & Liu, 2019) suggested that goal orientation 
and the motivational dimension of SRL in general should influence the 
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subsequent performance phase: the level of student activity in the online 
learning environment or their engagement in actual learning. At the same 
time, no significant association with learning satisfaction was found for either 
intrinsic or extrinsic goal orientation, supporting the explanation that the 
main reason for these findings may be the way in which student online 
behavior was measured in our study. In a study by Miller et al. (2021), which 
found a significant relationship between mastery-approach orientation  and 
a variety of learning engagement indicators, the engagement indicators  
were designed as self-report measures. On the other hand, a study by Zhang 
& Liu’s (2019), like ours, worked with indicators based on digital traces 
(e.g., number of logins, assignments submitted, number of posts) and found 
a significant effect of goal orientation on learning engagement. Thus, it  
seems that this relationship between goal orientation and student online 
learning behavior and engagement requires further detailed research to 
uncover which specific indicators of learning behavior are affected by student 
goal orientation.
	 The last tested hypothesis focused on the relationship between online 
learning behavior of students and their course satisfaction. For this relationship, 
we predicted a positive association: that higher student activity and learning 
engagement in the online learning environment would be associated with 
higher satisfaction with the studied course. However, our results showed no 
statistically significant relationship between the observed indicators of student 
learning behavior and their learning satisfaction. That is, the number of visits, 
the regularity of visits, and the total time spent on the course do not appear 
to be related to course satisfaction.
	 This finding was very surprising to us, given that a number of earlier 
studies (El-Sayad et al., 2021; Gao et al., 2020; Murillo-Zamorano et al., 2019; 
Rajabalee & Santally, 2021) reported that learning behavior and learning 
engagement were expected to be significant predictors of learning satisfaction. 
On the other hand, a closer look at the previous studies on this topic reveals 
that, in the vast majority of cases, the studies measured student perceived 
engagement using a self-report method (i.e.,  a questionnaire) rather than 
proxy indicators that capture actual student behavior in online courses 
(i.e., indicators based on digital traces in the online learning environment). 
Thus, it appears that existing research on the relationship between student 
learning behavior and learning satisfaction may be largely influenced by the 
measurement approach used. Therefore, one might be inclined to support 
the views of some researchers (Winne, 2010, 2017; Zeidner & Stoeger,  
2019) who expressed concerns that self-reports and questionnaires capture 
student learning preferences rather than their actual learning behavior.  
These views, as well as the results of our study, support the thesis that it is 
necessary to pay more attention to the use of digital traces in researching 
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student learning behavior and engagement in online learning environments, 
as indicators based on digital traces seem to measure something different 
from traditional self-report measures.

4.1 Limitations and future research
The research presented in this study has several limitations that need to be 
addressed and taken into account when interpreting the findings. The main 
set of limitations arises from the fact that the data analyzed in this study 
relate to university courses that are blended by design. That is, only part of 
the teaching of individual courses takes place in an online learning environment; 
the other part of the teaching takes place in the “traditional” setting, in the 
form of either face-to-face lectures or seminars. Relatedly, each course may 
combine traditional and online teaching to different degrees and in different 
ways, which can obviously have a significant impact on the resulting student 
satisfaction with the course and (perhaps most importantly) on student 
behavior in each course in the online learning environment. While we 
accounted for this important part of the variability (i.e., course-level variability) 
in the analyses we conducted by using multilevel modelling, we did not use 
any additional second-level variables within the individual models that might 
reveal the influence of course-level differences on the relationships examined 
between the student-level variables. Future research could enrich the models 
we present with relevant course-level variables to test whether these variables 
moderate the relationships examined in this study.
	 Another limitation of the study is that we only focused on three indicators 
of learning behavior, which should be understood as proxy indicators that 
obviously cannot fully capture student learning behavior in an online learning 
environment. Future research could focus both on a wider range of proxy 
indicators of student learning behavior and on the development and use of 
more sophisticated methods of investigating and measuring student online 
learning behavior.
	 Last but not least, the study sample can be considered as a limitation of 
the study. Although we were able to collect a sample of 882 students studying 
in 76 different courses, the sample we obtained has some limitations. For 
example, only those students who were willing to complete our questionnaire 
were included in the sample. This means that we only have data from a subset 
of students from each course, which may introduce some bias into the analyzed 
data. The same applies to the courses in our sample, as only those courses 
whose instructors were willing to cooperate with our research and provide 
us with access to their courses were included in our sample.
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ABSTRACT

Learning management systems (LMS) provide a rich source of data about the engagement 
of students with courses and their materials that tends to be underutilized in practice.  
In this paper, we use data collected from the LMS to uncover learning strategies adopted 
by students and compare their effectiveness. Starting from a sample of over 11,000 enrollments 
at a Portuguese information management school, we extracted features indicative of self-
regulated learning (SRL) behavior from the associated interactions. Then, we employed  
an unsupervised machine learning algorithm (k-means) to group students according to the 
similarity of their patterns of interaction. This process was conducted separately for 
undergraduate and graduate students. Our analysis uncovered five distinct learning strategy 
profiles at both the undergraduate and graduate levels: 1) active, prolonged and frequent 
engagement; 2) mildly frequent and task-focused engagement; 3) mildly frequent, mild 
activity in short sessions engagement; 4) likely procrastinators; and 5) inactive. Mapping 
strategies with the students’ final grades, we found that students at both levels who accessed 
the LMS early and frequently had better outcomes. Conversely, students who exhibited 
procrastinating behavior had worse end-of-course grades. Interestingly, the relative 
effectiveness of the various learning strategies was consistent across instruction levels. 
Despite the LMS offering an incomplete and partial view of the learning processes students 
employ, these findings suggest potentially generalizable relationships between online  
student behaviors and learning outcomes. While further validation with new data is 
necessary, these connections between online behaviors and performance could guide the 
development of personalized, adaptive learning experiences.
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Introduction

In the evolving landscape of education, the focus has shifted toward individual 
student progress, significantly altering the dynamics of teaching and learning. 
This transformation is largely driven by the advent of artificial intelligence 
tools, leading to substantial investments in personalized learning and 
intell igent tutoring systems (Holmes & Tuomi, 2022). Despite these 
advancements, traditional educational methods continue to hold relevance, 
even as educators grapple with challenges such as larger class sizes and the 
rise of remote learning, thus reducing the reliability of conventional ways of 
assessing student progress, such as attendance and in-class behavior (Bellur 
et al., 2015). These changes challenge educators to identify and support 
students who require the most assistance.
	 Consequently, there is a growing emphasis on self-regulated learning (SRL) 
behaviors, which provide a more comprehensive insight into a student’s 
abilities, motivations, and attitudes toward learning. SRL skills are crucial 
for students, particularly in higher education where autonomy is expected 
(Boekaerts, 1997; Broadbent & Poon, 2015) and in the 21st century workplace, 
where employers prioritize learners who can take charge of their development 
(Trilling & Fadel, 2009). Thus, gauging and fostering the development of 
SRL behavior is imperative in both educational and professional settings.
	 The cyclical model of SRL involves students actively participating in their 
learning through cycles of forethought, performance control, and self-
reflection (Zimmerman, 2000, 2002). Students develop tools to regulate their 
cognition, behavior, and emotions through repeated engagement in these 
processes (Zimmerman & Moylan, 2009). A key component of SRL is the 
development of strategies that enhance students' ability to achieve their 
learning goals. According to Pintrich et al. (1991), SRL strategies can be 
divided into three categories: cognitive, metacognitive, and resource 
management. Both time management and effort regulation are positively 
correlated with student performance (Broadbent, 2017; Puzziferro, 2008). 
Conversely, evidence suggests that students with underdeveloped SRL 
behaviors struggle in contexts where more autonomy is expected, such as in 
online and blended learning contexts (Broadbent, 2017).
	 One approach to measure SRL behaviors is direct observation of the 
students. For example, timing how long it takes for a student to finish a set 
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of tasks provides behavioral evidence of the SRL trait of time management 
(Winne & Jamieson-Noel, 2002). However, comprehensively observing 
student learning behaviors through direct means can be difficult in practice, 
as designing rigorous experiments in controlled settings requires extensive 
time and resources (Susac et al., 2014). Alternatively, self-report questionnaires, 
such as the Motivated Strategies for Learning Questionnaire (MSLQ), allow 
students to self-evaluate SRL traits (Pintrich et al., 1991; Winne & Perry, 
2000). These questionnaires are inexpensive and simple to administer, but 
sole dependence on student self-reports poses risks of bias and only reflects 
students' perceptions at the time of administration. 
	 In recent years, the widespread adoption of learning management systems 
(LMS) in higher education institutions has increased the availability of detailed 
student trace data (Coates et al., 2005). These systems record students' digital 
interactions within their learning environment. By applying data mining 
techniques to these logs, researchers can extract variables (from this point 
onward referred to as features) connected to SRL behaviors (Baker et al., 
2020). These features can be used to gain additional insights about learners, 
the learning processes they engage in, and their academic progress. For 
example, supervised machine learning algorithms have been successful at 
flagging students at risk of failing (Bernacki et al., 2020; Macfadyen & 
Dawson, 2010; Riestra-González et al., 2021). Alternatively, unsupervised 
machine learning algorithms (also referred to as clustering algorithms) can 
be used to uncover learner strategy profiles (Cerezo et al., 2016; Riestra-
González et al., 2021). 
	 While prior works have utilized unsupervised machine learning to identify 
learning behaviors from LMS data, a limited number of studies apply these 
approaches, especially for large, multi-course samples. Moreover, exploring 
possible differences and effectiveness of learning strategies across different 
instruction levels is still a relatively unexplored topic. This work aims to 
address these gaps by leveraging clickstream data to extract course-agnostic 
features from an LMS, identify learner strategy profiles at the undergraduate 
and graduate levels, and assess their relative effectiveness for academic success. 
The research questions are:

1.	 What course-agnostic learning strategy profiles can be extracted from 
undergraduate and graduate students’ SRL features extracted from 
LMS data?

2.	 What is the relationship between the learning strategies uncovered by 
k-means and end-of-course performance at each instruction level?

3.	 Are there differences in the effectiveness of the learning strategies 
between instruction levels?

To answer these questions, Moodle logs were collected from 57 undergraduate 
and 124 graduate courses taught at a Portuguese information management 
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school during the 2020/2021 academic year. From these logs, 30 SRL features 
were extracted to build a dataset, which was then split between undergraduate 
and graduate course enrollments. The k-means clustering algorithm was used 
to identify learner strategy profiles at each instruction level, allowing the 
comparison of the effectiveness of each strategy.
	 The remainder of this paper is structured as follows: The next section 
provides an overview of prior research utilizing unsupervised learning 
approaches to identify learner strategy profiles from LMS data. The third 
section presents the study’s data and methodology. The fourth section presents 
the results. The fifth section discusses the results, their alignment with 
expected outcomes, and key implications. The sixth and final section concludes 
with a summary of the main findings and a discussion of future research 
directions.

1 Related work

This section provides an overview of research that uses unsupervised machine 
learning techniques to identify learning strategies from SRL-related features. 
The main purpose of this section is to discuss the different existing approaches 
regarding the adoption of theoretical frameworks, sample size, features 
extracted, the techniques used and the author's main finding when uncovering 
learning strategies from data. A literature review table featuring all works 
covered in this section is provided in Table 1.
	 The theoretical frameworks most frequently cited include Biggs' 3P model 
(Biggs, 1987) and  the SRL motivational model of Pintrich et al. (1991). These 
theoretical foundations provide a clear interpretive lens for variables derived 
from LMS data, a solid rationale for the chosen tools, and a frame of reference 
for interpreting results. For example, Gašević et al. (2017) used the Study Process 
Questionnaire (SPQ) instrument to supplement LMS data, which enabled them 
to distinguish between deep and surface learning indicators among their 
students. They discovered that students who employ deep learning strategies 
outperform their peers. Li & Tsai (2017) also reported using the MSLQ to 
uncover SRL variables from their students to map SRL to academic performance. 
However, most studies reviewed do not delve extensively into a theoretical SRL 
framework (Cerezo et al., 2016; Moubayed et al., 2020; Riestra-González et al., 
2021). Instead, they merely reference existing frameworks to rationalize how 
LMS data can reveal learning strategies and the reasons behind selecting specific 
feature types. This trend could be attributed to a greater focus on using these 
variables to uncover learning strategy profiles from data (Cerezo et al., 2016; 
Riestra-González et al., 2021) rather than conducting a thorough discussion of 
how a specific SRL model explains differences in academic performance or 
achievement. Another potential reason stems from the nature of the data used. 
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While LMS data is rich, it is essentially a series of timestamped actions. Features 
like click count can be categorized under Pintrich et al.'s (1991) resource 
management, but they only offer a partial and indirect insight into crucial 
constructs such as motivation or emotional state, which are prevalent in popular 
SRL models (Panadero, 2017). 
	 The sample sizes used in these works also differ greatly. They range from 
a small group of 59 students in a single course (Li & Tsai, 2017) to a large 
cohort of nearly 16,000 students spread across 699 different courses (Riestra-
González et al., 2021). This significant variation limits the ability to derive 
insights that can be generalized across different contexts. Moreover, although 
the LMS is a common data source in the reviewed works, the specific features 
and contexts for variable usage and extraction vary substantially. Several 
studies track the frequency of specific student actions or the time spent on 
the LMS (Cerezo et al., 2016; Matcha et al., 2020; Riestra-González et al., 
2021). However, different sets of features have been extracted from the LMS, 
with Yang et al.'s (2020) approach using the LMS to extract and analyze 
features related to procrastination behaviors on homework deadlines.
	 In the process of uncovering learning strategies, the most common method 
is to group students into clusters using k-means or hierarchical clustering 
algorithms based on the features extracted from the LMS logs (Cerezo et al., 
2016; Hung & Zhang, 2008; Moubayed et al., 2020). For example, Hung & 
Zhang (2008) extracted five LMS engagement features from 98 students in 
an online course and used k-means to uncover three clusters that differentiated 
poor-performing versus above-average students. Similarly, Cerezo et al. (2016) 
identified four learner strategy profiles in a sample of 140 students using 
k-means on LMS trace data, finding the cluster with socially-focused and 
strategic study habits achieved the highest grades. Riestra-González et al. 
(2021) also found significant differences in four out of the six learning 
strategies uncovered. Beyond k-means, both Gašević et al. (2017) and Matcha 
et al. (2020) used hierarchical clustering to group similar sets of students. 
Finally, Çebi & Güyer (2020) did not mention the specific algorithm used in 
their work despite also using a clustering technique to uncover three distinct 
learning strategy profiles from LMS data.
	 Observations from multiple studies have consistently shown that students 
who exhibit higher engagement and less procrastination tend to achieve better 
academic results than their peers (Cerezo et al., 2016; Moubayed et al., 2020; 
Yang et al., 2020). Tactics such as evenly spacing study time and completing 
assessments early were positively associated with achievement, while students 
exhibiting low numbers of clicks, and late and infrequent logins tended to 
perform worse (Hung & Zhang, 2008; Li & Tsai, 2017; Matcha et al., 2020). 
These findings align with expectations, as students who demonstrate traits 
related to the employment of an actual strategy are more likely to have more 
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developed SRL skills. However, only a few studies mapped clusters directly 
back to established SRL frameworks to confirm theoretical connections 
between engagement and motivation (Çebi & Güyer, 2020; Li & Tsai, 2017). 
In terms of implications, the findings of these studies point to the potential 
of analytics tools that aim to provide adaptive interventions and personalized 
support starting from the student behaviors (Cerezo et al., 2016). 
	 The research discussed in this section illustrates that using unsupervised 
machine learning techniques to uncover students' learning strategies with 
LMS data is an active and growing area of study. A common approach is to 
use clustering algorithms to group students based on their interactions with 
course materials and activities. These clusters are then associated with 
academic performance metrics or self-reported surveys to draw connections 
between learning strategies, motivation, and achievement. 
	 However, there are notable gaps worth highlighting. Small sample sizes 
are a common issue, and no studies have explicitly sought to identify and 
compare learning strategies across different levels of instruction. This limits 
the generalizability of findings and hinders the development of comprehensive 
models. Additionally, there are inconsistencies in the features used by different 
authors, partly due to the absence of a consistent theoretical framework for 
SRL in most works. This leads to disparate findings and interpretations. While 
addressing this gap is beyond the scope of this work, adopting a robust 
theoretical framework could lead to more consistent and comparable findings 
across studies.
	 This work aims to address some research opportunities by using larger 
samples and more courses, contributing to more generalizable models. This 
could help determine if students' learning strategies can be replicated in a 
general context and inform the design of personalized learning experiences 
on the LMS, potentially reducing student dropout rates and improving 
achievement.

2 Methodology

This work started with the extraction of anonymized institutional Moodle 
logs and their transformation into a structured dataset indexed by program, 
course, and student, accompanied by 30 features associated with the resource 
management construct found in Pintrich’s motivational model for SRL 
(Pintrich et al., 1991). The dataset was split into undergraduate and graduate 
subsets and given to separate instances of the k-means clustering algorithm 
(Macqueen, 1967). The resulting clusters were characterized and compared. 
A summary of the adopted approach is depicted in Figure 1. Unless otherwise 
noted, all data manipulation and analysis procedures were implemented using 
Python (McKinney, 2017) and Scikit-learn (Pedregosa et al., 2011). 
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2.1 Data
The data was collected from a Portuguese information management school 
in 2020/2021, which offers graduate and undergraduate programs in data 
science, information management, and information systems and technologies. 
The sample includes 1564 graduate and 409 undergraduate students enrolled 
in 124 and 57 courses, respectively, totaling 11,297 student enrollments. 
Moodle logs and end-of-course final grades were accessed for each enrollment 
with no additional data sources being considered. Table 2 presents an overview 
of the population for each instruction level, including the number of courses, 
students, enrollments, and average end-of-course performance, which in the 
Portuguese systems assumes values between 0 and 20, with 10 representing 
the minimum passing threshold. All student data was anonymized in 
compliance with GDPR, and the project was approved by the Ethics Committee 
and Institutional Review Board with Code DSCI2022-9-227363. 

Table 2 
Summary of the characteristics of courses and students per instruction level (grades ranging from 
0 to 20)

  Courses Students Enrollments Enrollments 
per course

Average  
end-of-course grade

 (± Standard Deviation)
Undergraduate
Program A 28 160 1336 47.71 13.48 ± 4.30
Program B 29 249 2144 73.93 14.22 ± 4.02
Sub-total 57 409 3480 63.87 13.94 ± 4.14
Graduate
Program 1 10 33 322 32.20 13.68 ± 3.23
Program 2 17 173 755 44.41 13.98 ± 3.52
Program 3 6 31 170 28.33 15.78 ± 2.20
Program 4 6 40 218 36.33 15.10 ± 2.51
Program 5 4 310 120 30.00 16.27 ± 2.36
Program 6 4 27 108 27.00 16.76 ± 1.15
Program 7 9 155 666 74.00 16.50 ± 2.72
Program 8 13 36 391 30.08 15.74 ± 2.68
Program 9 7 82 267 38.14 16.48 ± 1.65
Program 10 2 33 54 27.00 13.07 ± 5.39
Program 11 15 192 1818 121.20 15.73 ± 3.07
Program 12 29 416 2857 98.52 15.67 ± 3.06
Program 13 2 36 71 35.50 15.87 ± 2.65
Sub-total 124 1564 7817 81.89 15.54 ± 3.08
Total 181 1973 11,297 72.88 15.04 ± 3.52
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2.2 Feature Extraction
The first part of the process involved converting Moodle logs into data 
structures suitable for statistical analysis. For each course, Moodle keeps a 
timestamped record of every click made on the LMS, including which student 
made the click and where it was performed within the LMS. To extract 
meaningful features from this data, we adopted three perspectives that 
measure student engagement with the LMS, a critical resource for our 
students: Raw activity, which refers to the number of times a certain action is 
performed; Time-on-task, which refers to the amount of time dedicated to 
studying on LMS; and Procrastination, which measures at which stages of the 
course the students log into the LMS. 
	 In total, 30 candidate features were extracted and considered for subsequent 
steps. The reasons for the choice of these specific features are two-fold. First, 
these features fall under the resource management construct of Pintrich's 
motivational model for SRL (Panadero, 2017) and measure student interaction 
with the LMS. Moreover, these features have also been successfully utilized 
in a plethora of previous learning analytics research (Aljohani et al., 2019; 
Conijn et al., 2017; Riestra-González et al., 2021; Romero et al., 2013; Santos 
& Henriques, 2023). Table 3 provides a comprehensive list of the features 
extracted from the logs and their respective averages and standard deviations 
for each instruction level. 

Table 3
Extracted candidate features

Feature
N 

(under-
graduate)

Mean ± 
Standard 
Deviation 

(undergraduate)

N 
(graduate)

Mean ± 
Standard 
Deviation 
(graduate)

Perspective 1: Raw activity
Total clicks (n) 3480 279.59 ± 177.69 7817 248.56 ± 168.54
Clicks (% of course total) 3480 1.64 ± 1.01 7817 1.59 ± 1.60
Forum clicks (n) 2222 8.63 ± 13.85 6390 19.62 ± 25.31
Forum posts (n) 27 1.52 ± 1.08 375 1.76 ± 1.13
Discussions viewed (n) 1283 6.47 ± 8.98 5277 11.38 ± 14.47
Folder clicks (n) 1825 20.20 ± 28.40 63.68 20.29 ± 23.64
Resources viewed (n) 3460 64.16 ± 55.39 6928 46.96 ± 38.85
URLs viewed (n) 2419 25.14 ± 16.96 5514 17.65 ± 13.67
Course clicks (n) 3480 110.48 ± 80.62 7816 94.41 ± 66.97
Assessments started (n) 1688 3.02 ± 2.56 3763 2.56 ± 3.16
Assignments viewed (n) 974 17.40 ± 24.88 3618 12.98 ± 17.51
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Assignments submitted (n) 893 5.55 ± 5.81 3113 4.90 ± 4.83
Submissions 
(% of course total) 893 3.36 ± 2.56 3113 2.60 ± 5.14

Perspective 2: Time-on-task
Online sessions (n) 3480 59.96 ± 41.77 7817 47.92 ± 29.82
Clicks/session (n) 3480 4.96 ± 2.33 7817 5.40 ± 2.80
Clicks/day (n) 3480 1.85 ± 1.18 7817 2.02 ± 1.43
Total time online (min) 3480 491.71 ± 394.82 7817 396.98 ± 331.03
Aver. duration of online 
sessions (min) 3480 8.06 ± 3.85 7817 8.20 ± 5.64

Perspective 3: Procrastination
Largest period of 
inactivity (h) 3480 463.88 ± 283.71 7817 415.60 ± 269.13

Days with 0 clicks 
(% of period) 3480 62.95 ± 11.87 7817 63.92 ± 11.88

PercCourse_1Login 3480 7.06 ± 9.32 7817 0.61 ± 8.52
PercCourse_NLogin 
(n ∈ [2, 9]) … … … …

PercCourse_10Login 3387 22.16 ± 15.10 7538 22.44 ± 19.45

2.3 Data analysis
The data for graduate and undergraduate students were processed separately 
but followed similar pipelines for preprocessing, feature selection, and 
clustering. The preprocessing stage involved three main steps. In the first 
step, the Jarque-Bera normality test ( Jarque & Bera, 1980) was used to assess 
how reasonable it would be to assume the normal distribution of the data. 
This test measures the skewness and kurtosis of a feature and determines if 
it deviates significantly from those of a normal distribution (skewness of  
0 and kurtosis of 3). In the second step, all features that could not be reasonably 
assumed to follow a normal distribution were transformed using the Yeo-
Johnson power transformation (Yeo & Johnson, 2000). This method aims to 
transform non-normally distributed data into a shape resembling a normal 
distribution by raising the data to an appropriate power. The transformed 
variables were then standardized, which is the final step of the preprocessing 
stage. This rigorous preprocessing ensures that the data is appropriately 
conditioned for the subsequent stages of feature selection and clustering.
	 The feature selection process aimed to eliminate any variable that could 
be considered irrelevant or redundant for cluster construction from each 
perspective. This was achieved through a two-step strategy. The first step 
involved setting an absolute value of 0.8 on the Spearman correlation index 
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to flag potentially redundant variables. In the second step, k-means was used 
to create clustering solutions for each perspective, and the explained variance 
of each feature toward that solution was measured. Variables with very low 
explained variance (i.e. irrelevant variables) were removed, as were redundant 
features that exhibited the lowest explained variance. This process was 
repeated until a satisfactory clustering solution was achieved for each 
perspective. The resulting variables were then combined into a final dataset. 
Consequently, at the end of this stage, there were two preprocessed datasets: 
one containing the features necessary to build clusters on undergraduate 
enrollments, and another containing the features deemed relevant for 
clustering graduate enrollments.
	 In the third stage, each dataset was used as input to a separate instance of 
the k-means clustering algorithm. k-means is an iterative algorithm that 
groups data points based on distance, minimizing within-group distance 
while maximizing between-group distances. A key component of k-means is 
the concept of a centroid, which can be understood as a data point representing 
the coordinates of the center a group. By comparing the positions of these 
centroids, it is possible to understand the differences and similarities between 
the groups. Despite its simplicity, k-means enjoys widespread adoption when 
partitioning data into different groups (Wu et al., 2008). However, a limitation 
of k-means is that the number of resulting groups must be set a priori. In this 
implementation, the optimal number of groups (each referring to a learning 
strategy) was determined using the elbow method (Cerezo et al., 2016; Riestra-
González et al., 2021) and found to be five for both instruction levels. 
	 Once the groups were formed, they were analyzed to answer the research 
questions. To answer the first research question, the different learning 
strategies were characterized. This involved comparing the strategies adopted 
by students at the same instruction level to ensure there were no overlaps. 
The differences between learning strategies were measured by comparing the 
coordinates of the centroids determined by k-means. Between-group 
comparisons were performed at the feature level but interpreted at the 
perspective level. Two learning strategies were considered significantly 
different in one perspective if there were statistically significant differences 
in most variables belonging to that perspective. Due to the differences in 
scale, these comparisons were performed using standardized scores (0 mean 
and unit variance).
	 To answer the second research question, the average end-of-course grade 
associated with each learning strategy was calculated. This was followed by 
a comparison of the end-of-course grade of the various learning strategies at 
the same instruction level using Welch’s t-test.
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	 To answer the third and final research question, we performed a qualitative 
comparison of the learning strategies adopted by undergraduate students with 
those adopted by graduate students. The aim was to identify whether there 
were unique undergraduate or graduate-level strategies that did not exist at 
the other level of instruction. Moreover, the comparison also aimed to identify 
whether the relative effectiveness of strategies varied between the two 
instruction levels.

3 Results

3.1 Learning strategies in undergraduate and graduate students
The centroid coordinates presented in Table 4 show that all five resulting 
learning strategies differ significantly from one another regarding the Raw 
activity and Time-on-task perspectives, with strategies B and E not being 
significantly different when it comes to Procrastination. 
	 From the perspective of Raw activity, students adopting different strategies 
exhibited varying levels of engagement with Moodle. Strategy D students 
exhibited the highest overall levels of engagement, with the highest number 
of clicks, both overall and across multiple pages, including resources, external 
links, and course page visits. Strategy C students had the second highest 
average engagement across most raw activity features, ranking highest in 
folder clicks and assessments started. In contrast, Strategy E students displayed 
the lowest raw activity engagement, with the least clicks across all features 
measured. Strategy A engagement was also relatively low, with all raw activity 
metrics falling below or slightly above average. Finally, while generally a low 
activity strategy, Strategy B students completed a relatively high number of 
assessment starts compared to other low engagement strategies. 
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Similar trends were observable for the Time-on-task and Procrastination 
perspectives, with some key exceptions. Aligned with their raw activity totals, 
Strategy D students spent the most time on the LMS, logged the highest 
number of sessions, and started accessing the system as early as possible, 
displaying low procrastination tendencies. Mirroring their overall inactivity, 
Strategy E students spent the least amount of time on the LMS, had the fewest 
sessions, and tended to start accessing the system later than the others. 
Strategies A and C again fell in between. Finally, the behavior displayed by 
students who adopted Strategy B was somewhat different. Their values on 
features related to Procrastination showed that they displayed values that were 
statistically similar to the highly inactive Strategy E students. However, there 
were some divergences between the Raw activity and Time-on-task perspectives 
as these students exhibited long sessions and the highest number of clicks 
per session of all learning strategies uncovered for undergraduate enrollments.
	 To facilitate interpretation, the strategies were labeled based on these 
engagement characteristics. Strategy A was termed mildly frequent, mild activity 
in short sessions, Strategy B likely procrastinators, Strategy C mildly frequent and 
task-focused, Strategy D active, prolonged and frequent and Strategy E inactive.
	 Table 5 presents the centroid coordinates for the five learning strategies 
uncovered for graduate students. A key difference between undergraduate 
and graduate enrollments is that forum clicks and assessments viewed 
impacted cluster construction for graduate students when they had provided 
little explanatory power for undergraduates. All five graduate learning 
strategies show significant differences across all perspectives.
	 From the perspective of Raw activity, students adopting Strategy 5 were 
the most engaged with Moodle materials, presenting the highest values for 
total clicks, clicks on course-related and resource pages, and assessments 
viewed. In contrast, students adopting Strategy 1 had the lowest levels of 
engagement across most features. The remaining strategies presented 
engagement values somewhere in between: Strategy 2 tended toward higher 
levels of engagement on most features; Strategy 4 tended toward lower values 
for total clicks but had high values for clicks on resources, external URLs, 
and assessment views; and Strategy 3 had close to average total clicks with 
high values for folder clicks and assessments started.
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As for the remaining perspectives, most of the results are consistent with  
the observations for undergraduate students for most strategies. Students 
with the highest level of activity (Strategy 5) presented the highest values for 
the Time-on-task perspective and the lowest for the Procrastination perspective. 
Likewise, the least engaged students (Strategy 1) consistently had the lowest 
values concerning Time-on-task and relatively high values in features in 
Procrastination. In learning Strategy 3, students adopting it were characterized 
by high levels in Procrastination, having the longest periods of inactivity and 
the greatest number of days without any activity. Although these students 
accessed Moodle infrequently, when they did, they tended to have long and 
click-intensive sessions. Despite having long sessions, they had a low number 
of sessions overall and spent less total time on Moodle.
	 Again, to facilitate interpretation, the strategies were labeled based on 
these engagement characteristics in a manner similar to the labels attributed 
to the undergraduate students. Strategy 1 was labelled inactive, Strategy 2 mildly 
frequent and task-focused, Strategy 3 likely procrastinators, Strategy 4 mildly frequent, 
mild activity in short sessions and Strategy 5 active, prolonged and frequent.

3.2 End-of-course performance for undergraduate and graduate students
The main focus of this second section was the exploration of the relationship 
between various learning strategies and student performance. A Welch’s t-test 
was employed to compare the average end-of-course performance of each 
learning strategy against all others within the same level of instruction  
(Table 6). The analysis revealed significant differences in performance among 
the learning strategies identified by k-means clustering.
	 Specifically, three out of the five strategies showed a significant difference 
from all others in undergraduate enrollments. Strategies A (characterized by 
moderate frequency and activity in short sessions) and C (moderate frequency 
and task-focused) were not significantly distinct from each other, but they 
were significantly different from all other strategies (p-value = 0.14).
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Table 6
Pairwise comparison of the statistics and p-values obtained for the Welch’s t-tests comparing the 
end of course grades obtained by each learning strateg y (cells with p-value < 0.05 identified with *) 

Undergraduate learning strategies
Strategy A Strategy B Strategy C Strategy D

t-stat p-value t-stat p-value t-stat p-value t-stat p-value
Strategy A 
(n = 883)
Strategy B 
(n = 665) 6.50 1.21-10*

Strategy C 
(n = 735) 1.46 0.14 −4.65 3.75e-6*

Strategy D 
(n = 702) −2.41 0.02* −8.17 7.96e-16* −3.48 5.11e-4*

Strategy E 
(n = 545) 7.45 2.60e-13* 2.50 0.01* 6.11 1.44e-9* 8.71 1.68e-17*

Graduate learning strategies
Strategy 1 Strategy 2 Strategy 3 Strategy 4

t-stat p-value t-stat p-value t-stat p-value t-stat p-value
Strategy 1 
(n = 1381)
Strategy 2 
(n = 1697) −4.36 1.34e-5*

Strategy 3 
(n = 1503) 0.18 0.86 5.34 1.02e-5*

Strategy 4 
(n = 2093) −9.07 2.49e-19* −6.10 1.17e-09* −11.00 1.26e-27*

Strategy 5 
(n = 1143) −10.68 4.29e-36* −8.26 2.26e-26* −12.46 1.16e-34* −3.22 1.29e-34*

A closer look at the performance of students who adopted each strategy 
(Figure 2) provides more insights. Students who adopted Strategy D (active, 
prolonged, and frequent engagement) achieved the highest average grade of 14.85 
(± 3.29). They were closely followed by students employing Strategies A and 
C, with average grades of 14.46 (± 3.26) and 14.19 (± 3.94), respectively.  
On the other hand, students using Strategy B (likely procrastinators) had the 
second-lowest average grades (13.17 ± 4.09). Notably, students who adopted 
Strategy E (inactive), despite some exceptions indicated by the high standard 
deviation, generally achieved lower grades (12.41 ± 5.85) than their peers 
using other strategies.
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Figure 2
Average and standard deviation of the end-of-course grade for undergraduate learning strategies 
(values that exhibit statistically significant differences against all other groups are identified with 
an asterisk)

In the case of graduate students, three of the learning strategies were found  
to be significantly different from all others, with strategies 1 (inactive) and  
3 (likely procrastinators) not showing significant distinction from each other 
(p-value = 0.86) while being significantly different from the remaining 
strategies. Figure 3 displays the average and standard deviation of the end-of-
course grades for the graduate learning strategies identified by the k-means 
algorithm. Students who adopted learning Strategy 5 (active, prolonged, and frequent 
engagement) achieved the highest average grades (16.33 ± 2.74), followed by those 
adopting learning Strategy 4 (mildly frequent, mild activity in short sessions) with an 
average grade of 16.01 (± 2.77) and Strategy 2 (mildly frequent and task-focused ) 
with an average grade of 15.46 (± 2.75). Strategies 1 and 3 were associated with 
the lowest average grades among all learning strategies used by graduate 
students, with average grades of 14.92 (± 3.85) and 14.90 (± 3.15), respectively.
	 This section has provided a detailed analysis of the relationship between 
various learning strategies and student performance. Significant differences 
in performance among the learning strategies were observed at both 
undergraduate and graduate levels. The data suggests that the choice of 
learning strategy can significantly impact academic performance. 
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Figure 3 
Average and standard deviation of the end-of-course grade for graduate learning strategies (values 
that exhibit statistically significant differences against all other groups are identified with an asterisk)

4 Discussion

4.1 Research question 1: What course-agnostic learner strateg y profiles can be  
extracted from undergraduate and graduate students’ SRL features extracted 

from LMS data?
The first research question in this study aimed to uncover course-agnostic 
learning strategy profiles from undergraduate and graduate students based 
on SRL features extracted from LMS data. The analysis identified five distinct 
profiles at each instruction level with varying levels of engagement, activity, 
and procrastination tendencies. The strategies identified were relatively similar 
for both the graduate and undergraduate levels. 
	 The first learning strategy, active, prolonged and frequent, refers to students 
who were generally the most engaged across all perspectives. This learning 
strategy suggests that these students consistently devote time and effort to 
accessing the LMS and the materials contained therein, thus suggesting  
well developed SRL resource management skills (Pintrich et al., 1991). More 
specifically, regular and prolonged accesses hint at the students’ awareness 
of the materials available and their ability to schedule the necessary time to 
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study (Time and study environment). Moreover, the frequent accessing also 
suggests discipline to continue studying over the entire semester, suggesting 
elevated effort regulation.
	 The second strategy, mildly frequent, mild activity in short sessions, is associated 
with students who logged into the LMS somewhat regularly but had short 
sessions with average levels of activity. The regular accesses also point to  
a certain degree of development in skills associated with effort regulation and 
time and study environment. While additional data would be needed to confirm 
this, the behavior exhibited by these students suggests that their main focus 
would be having the discipline to access specific materials deemed relevant, 
and logging out of the LMS afterwards, suggesting the existence of a more 
strategic approach, which was something observed in Cerezo et al.’s (2016) 
Task-oriented and socially focused group. 
	 Students adopting the third learning strategy, mildly frequent and task-focused, 
showed average values for most activity metrics but specifically concentrated 
their efforts on completing assessments. This group shares certain similarities 
in learning strategy with the second group, with the main difference being 
the types of resources accessed by the students, which suggests some degree 
of development in skills associated with effort regulation and time and study 
environment. However, due to the partial nature of LMS data, it is impossible 
to draw meaningful distinctions between these two groups regarding SRL 
traits. 
	 The fourth learning strategy, likely procrastinators, consisted of students who 
started interacting with course materials later, indicating procrastination. 
However, once logged in, they had long and intensive sessions, which aligns 
with conventional procrastination behavior, indicative of poor resource 
management skills, and has been shown to be a marker for poorer academic 
performance (Cerezo et al., 2016; Riestra-González et al., 2021; Yang et al., 
2020).
	 The fifth and final learning strategy, termed inactive, is associated with 
students who exhibited the lowest LMS activity and engagement levels across 
all metrics. These students may be facing challenges that prevent them from 
engaging with the course materials or rely on resources outside of the LMS 
for their learning. Future research could focus on identifying the reasons 
behind such low engagement levels, in order to provide appropriate support 
and resources to better understand and address their needs.
	 Considering the results and the information presented in Table 1, it is 
possible to see differences in how students at the undergraduate and graduate 
levels behave on Moodle in absolute terms. However, in relative terms,  
the learning strategies they followed share similarities that do not warrant  
a meaningful distinction in their description. Thus, Research Question 1  
can be answered by stating that k-means uncovered five distinct patterns  
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of interaction for learning strategies that were similar for both instruction 
levels: active, prolonged and frequent engagement; mildly frequent and task-focused 
engagement; mildly frequent, mild activity in short sessions engagement; procrastinators; 
and inactive. 

4.2 Research question 2: What is the relationship between the learning  
strategies uncovered by k-means and end-of-course performance at each instruction level?
Baker et al. (2020) noted that clickstream data from LMS logs provide only 
a noisy and partial view of student behavior and learning. However, when 
the average end-of-course performance of students was mapped to their 
Moodle learning strategies, similar patterns were found for both undergraduate 
and graduate instruction levels.
	 Students who adopted the inactive learning strategy achieved the lowest 
grades, with an average of 12.41 for undergraduates and 14.90 for graduates. 
They were followed by those who adopted the likely procrastinators approach, 
with an average of 13.17 for undergraduates and 14.92 for graduates. These 
grades, in conjunction with the observed behavior on the LMS, suggest that 
some students in these groups either lacked a learning strategy with Moodle 
or had an inefficient approach to learning, both indicative of poor resource 
management skills development. These findings are consistent with other 
studies that have found lower levels of engagement to be associated with 
lower academic achievement (Cerezo et al., 2016; Hung & Zhang, 2008; 
Riestra-González et al., 2021; Yang et al., 2020). However, it is important to 
interpret these results with caution, as some students who did not engage 
with Moodle still obtained remarkable grades, possibly due to having  
a learning strategy that did not include active engagement with the LMS. 
	 On the other hand, students who followed the active, prolonged and frequent 
engagement strategy achieved the highest overall grades. They were followed 
by those who adopted the mildly frequent, mild activity in short sessions engagement 
strategy, and those who followed the mildly frequent and task-focused engagement 
strategy. The evidence suggests that starting early and logging in frequently 
is an important factor in achieving better outcomes than the other strategies 
discussed previously. Although additional data would be needed for a more 
comprehensive assessment of these students, the behavior exhibited at least 
hints at the existence of a baseline learning strategy in place for the students’ 
interactions with Moodle. An additional factor that may differentiate between 
grades are the types of actions performed on Moodle and the time spent on 
it. While it is true that the most successful students were also the most active, 
there is evidence that the types of interaction, rather than total activity, also 
play a relevant role in determining academic success. The results show that 
the two most successful strategies focused more on consulting theoretical 
content such as resources or external URLs. This is particularly interesting 
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because other studies (Cerezo et al., 2016; Riestra-González et al., 2021) found 
that students with a theoretical focus were surpassed by those who were 
equally engaged but followed a task-oriented approach, which was not the 
case for the present data. It is also important to note that not all time spent 
studying is equal, as noted by Cerezo et al. (2016). The second-most successful 
students clicked less and spent considerably less time on Moodle than their 
peers following the first and third-most successful approaches. This suggests 
that these students may have adopted a more strategic approach to their 
learning, resulting in a more efficient and higher quality use of their study 
time. 
	 The findings from this study provide an answer to Research Question 2: 
A generally positive relationship was observed between the levels of 
engagement in learning strategies, as uncovered by k-means, and end-of-
course performance across both instruction levels. Students who adopted 
inactive or likely procrastinator approaches to learning tended to have the lowest 
grades, while those who engaged in active, prolonged, and frequent interactions 
with Moodle achieved the highest overall grades. Early and frequent access 
to Moodle emerged as a key factor in achieving better outcomes. However, 
while this relationship was clear at the extreme ends of the spectrum,  
it became less distinct in the middle. Here, other factors such as the types  
of actions performed on Moodle and the time spent on it began to influence 
academic success in ways that were not always immediately apparent. 
Moreover, it is crucial to remember that Moodle logs represent only a portion 
of the learning process. This approach does not measure other potentially 
impactful factors, such as intrinsic motivation. Therefore, while Moodle logs 
provide valuable insights, they should be viewed in a broader context when 
evaluating student learning strategies and academic performance.

4.3 Research question 3: Are there differences in the effectiveness of the learning 
strategies between instruction levels?

When examining the clustering analysis results, there appear to be only minor 
differences between the learning strategies adopted by undergraduate and 
graduate students, as the same five general strategies emerged at both 
instruction levels. The primary difference was that, despite starting to access 
Moodle much later, undergraduate students exhibited higher overall levels  
of engagement in comparison to their graduate counterparts. From Table 1, 
we know that, on average, undergraduate students had higher amounts of 
clicks, sessions, and time spent on Moodle. These findings are also supported 
by the differences in prevalence of the different strategies at both levels. 
Approximately 25.01% of the undergraduate students adopted the mildly 
frequent and task-focused engagement strategy (against 21.71% in graduate students), 
while the most common learning strategy among graduate students is the 
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mildly frequent, mild activity in short sessions (26.78% compared to 20.82% of 
undergraduates). Graduate students also have a lower prevalence of active, 
prolonged and frequent engagement than their undergraduate counterparts (14.62% 
to 19.89%). These results align with expectations, as graduate students are 
generally older and are expected to have more developed resource management 
SRL skills, thus being more likely to efficiently manage their time and 
resources, and not needing to spend as much time logged in to fulfil their 
study objectives. 
	 However, when examining the relative effectiveness of strategies at each 
instruction level, the patterns were remarkably similar. Across both groups, 
the ranking of learning strategies relative to their end-of-course grades 
followed the same order, with the strategies involving the most frequent 
accesses leading to the highest grades and procrastination and inactivity being 
associated with the lowest student performance. The consistency of these 
findings suggests that the core relationships between LMS engagement 
patterns and course outcomes are potentially generalizable across undergraduate 
and graduate contexts. While undergraduate students may utilize online 
platforms more extensively overall, the basic connections between behavior 
and performance appear to hold steady at both instruction levels. 
	 Therefore, the answer to Research Question 3 is that no major differences 
were observed in the relative effectiveness of learning strategies between 
instruction levels. The key factors leading to positive outcomes remained 
important for both undergraduates and graduate students.

4.4 Implications
The findings presented herein provide relevant implications for both research 
and practice. On the research front, this work contributes to a growing body 
of literature aimed at uncovering learning strategies from trace data through 
unsupervised machine learning techniques. The results showcase both the 
potential and limitations of using LMS logs to categorize students based on 
their engagement patterns. In particular, the consistency of the relationships 
between strategy and performance across undergraduate and graduate contexts 
points to opportunities for developing more generalized models. Exploring 
the reasons behind students’ choice of strategies is another area for future 
work, as the motivations and challenges faced by different learners, especially 
the less active ones, are still unclear. Qualitative or survey data collected 
alongside the logs may reveal additional insights into which motivational and 
emotional factors contribute to the understanding of some of the performance 
differences between strategies.
	 In practice, categorizing students into strategy profiles could inform the 
design of personalized interventions to improve resource management skills. 
Students following less successful approaches could receive prompts or 
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tutorials for developing better time management habits or content pacing. 
These adaptive supports would not be a one-size-fits-all solution; they would 
target the specific gaps exhibited through the engagement patterns. Moreover, 
course designers could use this knowledge to design programs and courses 
to promote forms of engagement that are more conducive to developing  
SRL skills and, more importantly, student success. Additionally, the presented 
methodology for extracting and analyzing variables from LMS data could be 
packaged into a reusable toolkit for institutions with accessible analytics 
dashboards that automatically cluster students based on trace behaviors, 
providing educators with actionable insights to refine their instructional 
practices and better support learners.

4.5 Limitations
This study has several limitations that must be acknowledged. The data source 
consists exclusively of LMS logs from a single institution over one academic 
year. While the sample size is large, incorporating multiple schools over longer 
periods could improve generalizability. Reliance on a unique data source also 
provides an incomplete picture of the learning process, as offline behaviors 
and other contextual variables are unavailable. Future research on this topic 
could complement data from the LMS with other instruments to develop  
a more comprehensive understanding of the learning strategy profiles.
	 Another relevant limitation concerns the SRL theoretical grounding  
of this approach. While theoretical connections are drawn between strategies, 
features, and SRL skills, all of them are indirect measurements of engagement 
with a single platform, and no direct observations of SRL constructs were 
performed. These connections, while suggested by empirical relationships, 
are not definitively confirmed. Future studies could incorporate established 
SRL instruments, such as the MSLQ, or use open-ended surveys or interviews. 
This could reveal individual motivations, challenges, and decision-making 
processes, providing a richer explanation for observed engagement patterns 
and performance differences. Such an approach could strengthen the 
theoretical basis of the analysis and offer nuanced insights into how students’ 
SRL processes manifest in their online behaviors. Moreover, it could guide 
the development of interventions that target specific phases of the SRL 
process, thereby offering more targeted and effective support for students.

Conclusion

This work presented an analysis of uncovering learning strategies from Moodle 
log data through an unsupervised machine learning approach to assess 
learning strategy effectiveness across undergraduate and graduate contexts. 

DECODING STUDENT SUCCESS  



84

Clustering algorithms were leveraged to categorize over 11,000 student 
enrollments into distinct profiles based on their LMS engagement patterns. 
The findings revealed five similar strategies at both instruction levels: active, 
prolonged and frequent engagement; mildly frequent and task-focused engagement; mildly 
frequent, mild activity in short sessions engagement; likely procrastinators; and inactive.
	 Clear relationships emerged between engagement behaviors and student 
outcomes by mapping academic performance to these strategies. Across 
contexts, prolonged activity and early access were reliable markers of success, 
while procrastination and disengagement corresponded to lower achievement. 
However, success factors were more complex for some groups, involving 
strategic use of time and choice of activities. Still, the core patterns translating 
engagement to performance were strikingly consistent between undergraduates 
and graduates.
	 Nonetheless, this research makes valuable contributions. It demonstrates 
the feasibility of extracting meaningful learning strategy profiles from LMS 
data at scale across courses and instruction levels. The findings illustrate 
connections between online behaviors and performance. The findings also 
inform design principles for personalized interventions that target the 
development of successful learning strategies.
	 However, some limitations should be acknowledged. The study relied 
solely on clickstream data, providing an incomplete view of learning processes. 
Additional data on student demographics, prior achievement, and psychological 
factors like motivation could enrich the analysis. Adding this data would 
allow for a more comprehensive incorporation of the results presented  
herein into one of the existing SRL models (Panadero, 2017), which would 
not only provide a clearer interpretation of the results but would also 
contribute to an increased understanding of the motivational and emotional 
processes that lead students to adopt specific learning strategies. Moreover, 
the specific courses, instructors, and institutional contexts likely influenced 
the results. The sample was collected from an information management 
school, and replicating this approach across more diverse settings would 
strengthen conclusions about the potential generalizability of a course-
agnostic approach.
	 There are several promising avenues for future work building on this 
research. One direction involves applying similar techniques to datasets across 
multiple institutions over longer timeframes. This could evaluate the 
consistency of findings and further establish generalizability of the relationships 
between online behaviors, strategy profiles, and achievement. Additionally, 
incorporating supplementary data sources beyond Moodle logs, whether 
institutional datasets or direct SRL measurements, holds potential for 
constructing more comprehensive learner models. Methodologically, exploring 
alternatives beyond k-means clustering, and developing personalized feedback 
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mechanisms tailored to strategy profiles may unlock new possibilities.  
These next steps emphasize the importance of understanding the factors 
influencing learning strategies and academic performance and, hopefully, 
translate analytics into positive pedagogical impact through interventions 
that develop effective self-regulated learning strategies among students.
	 In conclusion, this work contributes both methodologically and empirically 
to the growing body of literature on mining learner strategies from trace data. 
The findings provide a foundation for personalized interventions while 
highlighting opportunities for future research. Supplementing logs with 
additional data sources and perspectives would lead to more robust, 
generalizable, and actionable models.
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Introduction

This story begins, as many do, as a tale of frustration. As teachers, we have 
been frustrated, at times exasperated, by the never-decreasing number of 
students who can’t seem to get the job done on time. Missed deadlines, 
cramming just before tests, writing a whole essay the night of the deadline, 
extensions, procrastination, and bad planning – these are staples of our lives. 
The experiences led us to wonder – can Self-Regulated Learning (SRL) and 
Learning Analytics (LA) be part of the solution to this problem?
	 The importance of planning related to self-regulation is well known 
(Gollwitzer, 1999), and the problem with students being unable to plan,  
or focus on their work, is not a story unique to our experience, but something 
that permeates education everywhere. As one researcher notes: “The problems 
of distracted learning, as well as the associated solutions, are far deeper than 
meets the eye” (Schmidt, 2020, p. 286). It has been noted that while education 
often creates learning situations where SRL skills are needed (Bolhuis & 
Voeten, 2001; Dignath & Veenman, 2021), and that there are ways to teach 
SRL that affects learning and motivation positively (Dignath et al., 2008), 
schools rarely teach SRL skills in an effective manner (Dignath & Veenman, 
2021). If schools are failing to teach students SRL skills, while still requiring 
it of them, there is a need to both further understand what problems students 
encounter, and to investigate other means of supporting SRL. 
	 One such possible means of support is through the use of Learning 
Analytics, which offers ways to analyze and present data insights for students 
that may help them self-regulate (Lodge et al., 2018; Winne, 2022). While the 
research around SRL and LA is vast, most of it has been done in higher 
education (Heikkinen et al., 2023; Schwendimann et al., 2016), so there is a 
still a need for further investigation of these areas in primary and secondary 
education. 
	 This study aims to understand where students in upper secondary school 
encounter problems in regulating their learning, which areas may be suitable 
for scaffolding using learning analytics, and what data is needed for such 
scaffolding. Thus we ask the following research questions: 

•	 Research Question 1: What challenges do secondary education students 
experience in the process of regulating their own learning?

•	 Research Question 2: What information and data do secondary 
education students need to better regulate their own learning?
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1 Self-regulated learning and learning analytics

Self-Regulated Learning (SRL) has over the last decades become important 
to the field of educational research (Schunk & Greene, 2017). According to 
Zimmerman, “self-regulated learners are persons who plan, organise, self-
instruct, self-monitor, and self-evaluate at various stages during the learning 
process” (Zimmerman, 1986, p. 308). 
	 There are several different models of SRL (Panadero, 2017; Puustinen  
& Pulkkinen, 2001), six of which were analyzed by Panadero (2017), who 
concludes that five of the six models can be said to include three phases of 
SRL, although their names and structure may differ. The three common 
phases are: 1. Preparatory phase, 2. Performance phase, and 3. Appraisal 
phase. For the purpose of this paper, Zimmerman’s cyclical phase model of 
SRL (Zimmerman, 2000) will be used as a primary model for reference  
and analysis, and guides both the data collection and subsequent analysis.  
In this model the three phases mentioned above are called 1. Forethought, 
2. Performance and 3. Self-reflection, where each phase has two subcategories, 
as seen in Figure 1 (Zimmerman & Moylan, 2009). 

Figure 1 
Cyclical phase model based on Zimmerman & Moylan (2009)

Zimmerman (1986) describes how one can become a self-regulated learner, 
implying that not everyone is, while Winne instead argues that SRL is 
ubiquitous (Winne, 1995) but not all learners regulate in ways that are suited 
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for the task, or they regulate at non-optimal times (Winne, 2005). Winne 
(2005) also suggests that scaffolding can help mediate this problem, and that 
learners need information (Winne, 2005, 2022), particularly process feedback, 
but they also need tools to become better self-regulated learners. 
	 In attempting to scaffold students’ SRL, it is imperative to know at what 
stage in the process the student needs scaffolding, which means looking  
at what problems the students encounter while regulating their learning. 
There are several examples of problems in the literature. Boekaerts (1999) 
points out that there are differences in students’ abilities to handle goals,  
with some students seemingly unable to handle multiple goals and instead 
focusing on one goal at a time, meaning some goals may be postponed, and 
sometimes never even make it into the student’s focus. 
	 One way of scaffolding learners’ SRL is to provide information. As students 
are developing their regulatory skills, they are often hindered by a lack of 
information and feedback that could guide their efforts (Winne, 2022),  
which is one central argument for the importance of using Learning Analytics 
for SRL development. The function of LA in this context can be, for instance, 
to provide students with feedback on their efforts, and suggestions for action 
based on analysis of previous students’ actions and performance (Afzaal et 
al., 2021a, 2023).
	 The field of LA has grown alongside digitalization in education, and is 
most commonly defined as “[...] the measurement, collection, analysis, and 
reporting of data about learners and their contexts, for the purposes of 
understanding and optimizing learning and the environments in which it 
occurs.” (Siemens, 2013, p. 1382), a definition that has been standing since 
the first International Conference of Learning Analytics in 2011. 
	 In LA, a fair amount of work has been done on the intersection of learning 
analytics and self-regulated learning (Álvarez et al., 2022; Heikkinen et al., 
2023; Matcha et al., 2020). In a systematic review Matcha et al. (2020) look 
at existing Learning Analytics Dashboards (LADs), and conclude that there 
are problems relating to user-centered design, that there is a lack of knowledge 
of, among other things, study strategies and tactics used by students, and that 
information provided to students as feedback should be presented in multiple 
forms. Álvarez et al. (2022) made another systematic review of LADs that 
points out that the links between functionality in dashboards and the 
processes that they are supposed to support are lacking. Heikkinen et al. 
(2023) point out that while there has been a recent trend toward a broader 
view, most studies of learning analytics interventions in support of SRL  
have been focused on a single course. 
	 It has also been pointed out that while scaffolding may be important for 
many students, it can, in fact, even be detrimental to students who already 
have a high level of intrinsic motivation (Duffy & Azevedo, 2015), and that 
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scaffolding systems have to give the user a certain amount of control over the 
amount of support they receive. To make sure that the LA-based interventions 
do not take over regulation completely and thus act detrimentally on the 
students’ skill progression, hybrid methods have been proposed that share 
responsibility for regulation between system and human (Molenaar, 2022), 
an approach that is still in the preliminary stages. 
	 However, most of the research done has been in higher education rather 
than primary or secondary. The systematic review by Heikkinen (2023) looked 
at studies of learning analytics interventions to support SRL, and out of  
56 studies, only one looked at primary or secondary education. Another 
systematic review shows that most learning analytics dashboards aimed at 
supporting SRL seem to be focused on the reflection phase of SRL and 
provide little or no support for the other two ( Jivet et al., 2017).

2 Methodology

This study is the first part of a larger study, where Design-Based Research 
(DBR) is used for designing support for self-regulated learning in upper 
secondary education. A very short description of DBR, rephrasing that from 
a 2012 paper (Anderson & Shattuck, 2012, pp. 16–17) describes it as follows: 
A study situated in a real educational context, often using mixed methods, 
that involves iteratively designing and testing an intervention in close 
partnership between researchers and practitioners. This study identifies what 
needs pertaining to SRL are suitable for intervention in the form of a digital 
interface using learning analytics to scaffold students’ SRL development, and 
will act as a basis for the next study, which will concern the iterative process 
of prototyping that interface. 

2.1 Data Collection
The school where this study was conducted is a mid-sized (378 enrolled 
students at the start of data collection) upper secondary school, called 
gymnasium in Sweden (three years, starting the year a student turns 16) in 
the middle of Sweden. The school offers a technological program with a 
profile of information technology. Most of the students are male, with about 
10% female enrollment at the time of the study. The first author of this paper 
was a part-time teacher at the school in question, which may have increased 
the response rate. All data was collected anonymously. 
	 Data collection for this study was done in two parts. The first part is data 
that the school itself collected over 7.5 years from 2015 to 2022, and which 
consisted of students identifying which skills they most needed to improve. 
The second part was a survey created and sent by the authors of this paper 
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to students at the school. The first set of data was collected and analyzed to 
identify what challenges students find in their studies, and whether those 
challenges were stable over time. The fact that the existing data had been 
collected at regular intervals, in the same context and with exactly the same 
wording over time, provided an opportunity to investigate trends over time. 
The results of the analysis of the first data then provided the basis for deciding 
which areas should be focused on in the second data collection, aimed at 
better understanding the nuances of the problems identified in the first. 
	 The second part of the data collection consisted of a survey, based on the 
results of the analysis of the data from the school in combination with 
Zimmerman’s model for SRL (2000). The survey consisted of 29 questions, 
focusing on the most important skills as identified by the students in the first 
dataset, that are also important aspects of SRL. Four of these questions were 
about basic information, asking which year they were in, which of the two 
programs they took, a self-reported average grade, and a question where the 
students were asked which of three descriptions fit them best. This last 
question aimed to group the students by how much they perceive themselves 
to struggle in school, to see if there are patterns in students’ answers relating 
to this perception of themselves. This section was followed by 21 questions 
divided into the sections focus, planning, information, engagement, and motivation, 
where each section had both multiple-choice questions on a scale of 1 (Never/
Almost never) to 5 (Always/Almost always) and open questions. 

Table 1 

1 To what extent can you focus on your schoolwork during classes?

1a When you can’t focus during classes, what are the reasons for this?

2 To what extent can you focus on your schoolwork outside of class time?

2a When you can’t focus outside of class time, what are the reasons for this?

3 To what extent do you plan your studies?

3a How do you plan? What information do you use?

3b If you do not plan, why not?

3c What support and information do you need to plan your studies better?

4 To what extent do you follow your plans?

4a When you fail to follow your plan, what do you think is the cause/causes?

4b Is there any information that you think would help you follow your plans better?

5 To what extent do you believe you have the information you need to develop 
in the various courses you are taking?

5a What information do you have today that is useful to you?

5b What information do you currently lack?
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6 To what extent can you feel engaged in schoolwork?

6a In which situations is it easy for you to feel engaged?

6b In which situations is it difficult?

7 Do you feel motivated to learn?

7a When do you feel the most motivated?

7b When do you lose motivation?

7c What information could increase your motivation?

Table 1 shows the central questions in the questionnaire, translated to English. Questions 
with only a number are closed questions. Questions with a letter are open. Questions that 
were not analyzed for this study have been left out of this table.

2.2 Participants
The first set of data consisted of 9655 answers from a total of 973 students, 
over 15 semesters (7.5 years). 
	 The questionnaire was sent in early October 2022, with two reminders 
one and two weeks later. The students could fill in the questionnaire at any 
time they preferred during the three weeks of data collection, but were also 
given time during the weekly scheduled class council. Out of the 378 students 
that received the questionnaire, 224 answered, for a response rate of 59%. 
The respondents were relatively evenly spread among the years, with 41.1% 
in year 10, 29.0% in year 11 and 29.1% in year 12. Question number 4 asked 
the students which of three descriptions best describes them: Persona A  
“the struggling student”, Persona B “the student who does ok but could work 
more,” and Persona C “the student who does well.”

2.3 Data analysis
The first data set and the second set’s multiple-choice questions were analyzed 
using descriptive statistics. The open-ended questions underwent thematic 
analysis using Braun and Clarke’s method (Braun & Clarke, 2006), involving 
six phases: familiarization with data, code generation, theme identification, 
theme review, theme definition, and report production. The process involved 
reading the data set, noting initial impressions, coding each answer to capture 
its essence, and discussing findings among researchers. Codes were revised, 
grouped into themes with examples, and continuously checked for relevance 
to research questions. Themes were then mapped, named, and described, 
ensuring alignment with the underlying data. A heat map was made to 
visualize theme frequencies (Figure 3) Finally, the findings were discussed 
in relation to Zimmerman’s Self-Regulated Learning (SRL) model, focusing 
on students’ challenges and support needs within the model.
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3 Results

3.1 Analysis of first survey 
From the analysis of the first survey, two factors stand out that students see 
as obstacles for their studies, and these two seem stable over time: Planning 
their studies, and focusing on their school work (figure 2). This result can be 
seen in both datasets, which will be shown in greater detail below. The reasons 
for these obstacles vary (figure 3), but again some stand out. The obstacles 
to focusing are primarily external factors like noise or other people disturbing 
them, along with electronic devices, and internal factors like tiredness and 
lack of motivation. More details about these factors will be presented in the 
sections below. The latter two categories are the most commonly occurring 
answers overall in the data. Another commonly reported obstacle is lack of 
knowledge about the planning process itself. 
	 As for the second research question we posed, the major factors seem to 
be lack of information, lack of clarity in the information they do have available, 
and lack of information regarding how they should progress in their studies. 

Figure 2 
Chosen skills as percentages of all answers, by semester

Skills chosen illustrated with an area graph. Note that each student chose three skills. 
Approximately 20 % of choices were planning, which comes out to roughly 60% of 
students having chosen planning as one of their three each term. Y-axis: Share of the 
total number of answers given, adding up to 1 (100%).
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Figure 3 

Themes and categories identified in the survey data, with number of occurrences of 
each category in the lower right corner of each cell. Cells are formatted on a red-
yellow-blue scale. with red for highest number of occurrences and blue for lowest.
 

Figure 4

Students by self-identified persona, stacked by self-reported approximate grade where 
A is the highest grade, and E is the lowest passing grade. It can be noted that there 
are few low-performing students in this data set.

3.2 RQ1: What challenges do students experience in the process  
of regulating their own learning?

Looking at this in more detail, we can see that both the first set of data, which 
the school itself has been collecting over the years, and parts of the data collected 
specifically for this study provide answers for the first research question. 
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	 The data from the school ranges from the second half of 2015 until the 
second half of 2022 for 15 terms of data in total; there is a very stable trend 
(figure 2). At every point in the time covered, the skills planning and focus 
are the two most commonly chosen skills that students declare a need to 
develop. The fractions for the different skills are mostly the same over the 
three years of the students attending the school (figure 5), with little change 
in chosen skills at group level from starting the school to graduating three 
years later. There is a sharp decline in how many students reply to the questions 
in the system in the sixth and last semester, from 1464 data points for the 
fifth semester to 564 in the sixth and last. Among the eleven skills that are 
presented to the student, three clearly map to the three phases of SRL: 
Planning as part of the forethought phase, focusing as part of the performance 
phase, and reflection as part of the self-reflection phase, which means that 
for the students attending this school, there are clear problems relating to 
the forethought and performance phases. Based on this analysis, the 
questionnaire developed for the second part of data collection was focused 
primarily on planning, focus and engagement as the main components that 
stood out.

Figure 5 
Chosen skills as percentages of all answers, by semester in school

Like Figure 1, but by term 1–6 of the pupils’ three-year education, i.e. 1 is for the 
answers from the first semester of year 10, 6 is for the second semester of year 12. 
Y-axis: Share of the total number of answers given, adding up to 1 (100 %).
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Figure 6b

Question 2 according to school year 1–3 on X-axis.

Figure 6a 

Answers to multiple-choice questions. Question number 4 was optional. X-axis: 
Questions 1–7, see Table 1. Y-axis: Answers on Likert scale from 1 (Never/Almost 
never) to 5 (Always/Almost always). 

“I SHOULD, BUT I DON’T FEEL LIKE IT”...“I SHOULD, BUT I DON’T FEEL LIKE IT”...



100

Figure 7
Answers to question 1 (top) and question 2 (below) according to persona (X-axis). Y-axis is the 
same Likert scale as Figure 6.
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There were seven multiple-choice questions on a Likert scale asked in the 
questionnaire. The distribution of answers can be seen in Figure 6, where we 
can see that while many students answer 4 or 5, there is a large group of 
students that have trouble in these areas. Questions 2 and 3, about focus 
outside of class and planning, respectively, have the lowest score, which 
corroborates the results from the retrospective data analysis. The difference 
between the answers to questions 1 and 2 are noteworthy, as it means students 
have an easier time focusing on schoolwork in class than at other times.  
In the diagram on the right, we can also see that focus out of class is similar 
for years ten and eleven, but that year twelve has a harder time. Looking at 
Figure 6 we can see the question about focus as it relates to the different 
personas we asked the students to identify with. Persona C students clearly 
have an easier time focusing in either setting than the others, and there is 
not much difference in their ability to focus in class or out, while personas 
A and B have a harder time focusing, especially outside of class.

Figure 8
Themes and categories related to RQ1
 

For better insight into these problems we can look at the result of the thematic 
analysis, where themes 1, 2, 5 and 6 provide some answers to our first research 
question. 

Theme 1: Internal distractions
By internal distractions we are referring here to what causes the student to 
become distracted from their current task, where the students answer in ways 
that place the source mainly within themselves. Four separate categories  
were identified within this theme. Category 1.1 is Tiredness (161 occurrences), 
and consists mostly of answers stating just that, either in just the one word, 
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or with some context, for example “I’m too tired” (question 4a), “when I’m too 
tired,” or “haven’t slept enough” (question 1a), or “I usually procrastinate because  
I don’t have the energ y to do it. It also takes longer to do it (even though I would probably 
save time by planning).”
	 Category 1.2 is Lack of motivation or interest (121 occurrences), which 
typically consists of answers like “it’s boring” or “I’m not interested in the assignment” 
for question 1a, but like tiredness, these kinds of answers appear in response 
to several questions. In reference to lack of planning, we find answers like  
“I should, but I don’t feel like it,” and “it never works to plan more than a few hours 
ahead, because suddenly you get an assignment in the last class that is due earlier than the 
assignment you had planned to work on.” 1.3 Difficulties focusing (81 occurrences) 
is mainly about questions 1a and 2a, and relates to different ways that the 
students encounter problems in focusing on the task at hand: “zone out,” “my 
brain wanders,” “I procrastinate” are typical answers. 1.4 Hunger (5 occurrences) 
consists of a few answers to question 1a, about lack of focus during lessons. 
Category 1.5 Psychological reasons (76 occurrences) is the final category 
in the first theme, and consists of answers relating to psychological reasons 
other than the ones covered by other categories. This means for example 
stress, depression or simply forgetfulness. 

Theme 2: External distractions
With external distractions we mean those which distract the students from 
their tasks where the student identifies a source other than themselves.  
The first category here is 2.1 Other people (70 occurrences). In the school 
(question 1a) this tends to be about other students, from simply “classmates” 
or “friends who are unfocused,” to the more specific “when students from other classes 
come into our lesson and disturb us.” This category also appears in relation to 
question 2a, where the answers center around friends, but are also about 
family “I need to help out at home,” or “people (mostly family) need me to do stuff every 
20 minutes.” The next category, 2.2 Sound or volume (47 occurrences) are 
mostly about disturbing sounds, or about the noise level being too high in 
the classroom. “People talk too much,” “it’s too loud.” A category that doesn’t come 
up as much as a source of distraction inside the classroom, compared to 
focusing outside the classroom is 2.3 Electronics (92 occurrences). By this 
we mean answers about mobile phones, computers, games or the like. Most 
answers in this category are simply those: “Games,“ “YouTube,“ “my phone”.  
In category 2.4 Other priorities (81 occurrences) we find answers where  
the student makes clear that they make a choice to focus on other things, like  
“I want to do other things,“ “going to the g ym,” “exercising,” or “work.” Finally, the 
last category, 2.5 Other distractions (21 occurrences) is a category for those 
answers that are too unspecific to fit in the other categories. Most of these 
simply state “distractions” or “other stuff ”. 
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Theme 5: Support for planning
The fifth theme we call Support for planning, and here we collect answers 
that relate to the active task of planning. The first category in this theme is 
5.1 Tools (39 occurrences), which consists of answers that are about which 
tools students use, or would like to use, for their planning. Among these we 
mostly find digital calendars, the learning platform, other digital tools or in 
a few cases physical calendars or paper. The second, and largest category is 
5.2 Needs for planning (70 occurrences), which relates to those answers 
pointing out needs to improve the planning process, such as “some information 
about the most effective ways of planning, facts about circadian rhythms and times of day 
when you work efficiently, etc.,” “that someone explains how one should prioritize and 
plan,” and “how to study best in different subjects.” In this category we also find  
a group of answers relating to goal setting, for example “a clear goal and where 
I am in relation to that goal” and “how to create goals that suit you”. Finally, the 
category 5.3 Needs for execution (21 occurrences) consists of those answers 
that call for support in the execution of the plan, such as “a system that forces 
me to work,” or “automatic notifications that remind me of what happens next week and 
that reminds me to do school work at home.”

Theme 6: Motivational needs
The sixth theme is motivational needs. By this we mean answers where 
students point out things that they feel that they would need in order to be 
better motivated for doing school work. This consists of two categories,  
where the first one is 6.1 Utilization of knowledge (34 occurrences), which 
consists of answers that ask for the knowledge they are meant to acquire in 
school to better be related to real world applications. “Use what you do for 
something practical that I can actually have use for,” “areas of use for what I learn and 
connections between all the things I learn.” “Things that make the world better.” Finall, 
6.2 Other motivational factors (6 occurrences) is a category consisting of 
a few answers in the vein of competitions, or more challenges. 

3.3 RQ2: What information and data do the students need in order  
to better regulate their own learning?

For RQ2, we mostly look to the thematic analysis, where the main result is 
that while students do report that they have access to and use information, 
mostly information about test times and deadlines, they also report a need 
for this same kind of information, suggesting that the temporal information 
they have access to is incomplete or inconsistent. They also ask for clearer 
information, and for information about the planning and study process itself. 
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Figure 9
Themes and categories related to RQ2
 

Theme 3: Information available
The third theme is about answers related to what information the students 
have and utilize today for planning and for their own development. The answers 
fall into six different categories. 3.1 Learning platform (36 occurrences). 
Several students point to the learning platform used at the school (Canvas) 
as a source of information, but the main sources of information seem to be 
the ones falling into category 3.2 Temporal information (98 occurrences), 
where students point to the school calendar. “Schedule,” “school calendar,”  
“I use a digital calendar” are among the answers here. Some students answer 
that they get information from “other students” or a “teacher that reminds us when 
we have a deadline,” which we categorize as 3.3 Other people (19 occurrences). 
As 3.4 Formal information (33 occurrences) we have categorized answers 
that bring up formal documents like grading criteria, course plans or course 
books as sources of information. In category 3.5 Personal knowledge related 
information (13 occurrences) we have some answers that mention that the 
students use information such as preliminary grades and feedback from 
teachers for their personal development, and finally we have a few answers 
that fall into the 3.6 Planning related information (5 occurrences), which 
is about tips for studying, or the school’s work with study technique. 

Theme 4: Information needs
The fourth theme is about what the students themselves identify as information 
they need, either for planning, for their own development, or for motivational 
reasons. The first category here is 4.1 Temporal information (39 occurrences), 
which identifies the need for information about deadlines and tests. Some  
of these only say “deadlines,” while others are more specific, such as “telling us 
what to hand in and when and do it in advance and not a few days before deadline.”  
The largest category in this theme is 4.2 Need of clarity in information  
(70 occurrences). “Examples of solutions,” “clearer assignments,” “that the teacher is 
clear about what should be studied and the amount of studying timewise so that you can 
plan accordingly. Also remind that you should study,” and “much clearer guidelines for 
what one should be able to do for attaining a specific grade,” are some of the answers 
fitting into this category. 
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	 We then have two categories that are closely related, which we call 4.3 
Personal knowledge-related information (22 occurrences) and 4.4 Personal 
development-related information (59 occurrences). In these two categories 
we have student answers that bring up the need for information about what 
knowledge level or grade level the student is currently at (4.3), and information 
about what they need to do to advance their knowledge and skills (4.4). Some 
variation of “how am I doing?”1 is the most common need pointed out here. 
This information can also be related to Figure 4.9, where we can see that it 
is primarily persona A students who feel that they don’t have enough of this 
kind of information. 4.5 Planning-related information (10 occurrences), 
consists of answers that point out the need for information that is vital  
to planning, such as the scope of the assignment, or how important that 
assignment is for the course grade. Finally, we have the category 4.6 Information 
organization (17 occurrences), which are requests for information to be 

1	 In Swedish: “Hur jag ligger till”. The Swedish expression is more clearly referring to 
a result, in this case a grade, than may be clear from the English translation. 
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Figure 10
Question 5 (To what extent do you believe you have the information you need to develop 
in the various courses you are taking?) arranged by persona.
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organized in a better way than currently, “some easy digital tool where everything 
is collected in the same place,” “one place where all the week’s homework and tests are 
written. In one place, not spread out on a webpage where I have to search for things.”

4 Discussion

4.1 Challenges that students experience in the process of regulating their own learning
The analysis shows that students face a number of different challenges when 
regulating their own learning, especially in the planning and performance 
phases, stressing the need for supporting these phases, which may be lacking 
proper support in existing learning analytics platforms ( Jivet et al., 2017). 
The major factors can be found in the two themes internal and external 
factors, where the internal factors like fatigue, lack of motivation, and 
psychological health are the most common obstacles the students face.  
In relation to psychological health, this is a pressing issue in need of 
addressing, but it is outside the scope of this study, and as such will not be 
addressed in detail. Among external factors, it is clear that the two main 
challenges are the actions of other students in the classroom, and electronic 
devices, especially mobile phones, outside the classroom. There are, of course, 
synergies between these to take into account. It is naturally more difficult to 
be motivated when you are very tired, and all of the internal factors can 
exacerbate the distractive nature of electronic devices. It has also been 
suggested that learning analytics in supporting learning can also increase 
motivation (Aguilar et al., 2021) Finally, one challenge mentioned by several 
students (see Fig. 9), is that the students simply don’t feel that they know how 
to plan, or how to study, which is in line with Winne’s research about students’ 
needs for better tools and knowledge about how to regulate their learning 
(Winne, 1995, 2005, 2022). 
	 When looking at how the results differ by persona, the most striking result 
is that persona C is quite stable across all the different questions, while 
personas A and B have clear problems with both planning and focus, 
suggesting that the issues that students face are not limited to a small group 
of students, but that it is rather a small group of students who are doing well 
when it comes to regulating their learning, while the majority struggle. 

4.2 Information students need to support their learning
The data that the students need is primarily 1) information about tests and 
deadlines, 2) clarity about information and assignments, and 3) how to improve 
in their school subjects. While the students report that they do have access 
to information of type 1 that they use for planning, it is currently incomplete, 
inconsistent, and spread out across different channels and platforms. Even 
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more than temporal information, students report a need for increased clarity 
in information, saying that they often don’t understand the task nor what  
is required or expected of them. The third type of information needed  
is information about what they as students need to improve upon and how 
to improve. This is all information that is generally provided by teachers. 
Further, the data the students acquire could be scaffolded through  
technologies. 
	 It has been shown that learning analytics can provide feedback that helps 
students with what they need to focus on to improve (Afzaal et al., 2021b), 
and it should be quite possible to build systems that can ease the process of 
communicating both information and the lack thereof. As for the clarity of 
information, it should be quite possible to take advantage of the recent growth 
in generative AI to accommodate the need for clarification and examples that 
students signal, as exemplified recently by Mollick & Mollick (2023). Students 
also suggest that they need prompts, or notifications, to help remind them 
and push them into action, another area that should be perfectly suitable for 
learning analytics. 

4.3 Balancing needs and wants
Some students’ answers (see e.g. Theme 4: information needs above) seem to 
place the full weight of improving their existing situation on the teacher, 
seemingly abdicating from regulating their learning and preferring the teacher 
to do the regulating. This is a dangerous road to take if the goal is to improve 
the student’s self-regulation. Others put the full responsibility on the students 
themselves which, considering the number of students who have problems 
with the current situation, seems an unproductive stance to take. Winne 
(2022, p. 775) claims that “learners need to be able to perform learning tactics 
and strategies without undue effort. Otherwise, excessive cognitive load or 
inept execution of those skills would worsen rather than enhance progress 
on academic tasks.” This, combined with the earlier mentioned suggestion 
that too much scaffolding harms the students’ regulatory skills (Duffy & 
Azevedo, 2015), suggests that addressing the needs identified by the student 
has to be balanced so that they can scaffold the students in what they need 
without taking over the task of regulation.

4.4 Limitations of the study 
This study was conducted at a single school, with a limited number of students 
who had all chosen the same programme. This was due partly to the existing 
data, which had been collected at this particular school, and unfortunately 
not in a broader context. It would be valuable to see if the long-standing 
trends at this one school can also be found at other schools and within other 
programs. This l imitation means that several groups of students are 
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underrepresented, or not represented at all, such as the lowest-achieving 
students who don’t have the grades necessary to get accepted into that school. 
Further, the school has an IT focus, and many such schools have an 
underrepresentation of female students. The methodology of analyzing 
anonymous survey data also has its limitations, in that we are not able to ask 
for clarifications or follow-up questions when we get answers that lead us to 
further questions. The chosen method of looking at long-term trends in 
existing data to provide the focus for further investigation was a rewarding 
choice in this study and put the research more in line with the needs of the 
teaching profession, but it also means we may have missed important aspects 
that were not part of that long-term data. 
	 With these limitations, it is imperative that these results are not taken as 
generalizable to secondary students at large, but it is our hope that what we 
have seen here can provide insight and knowledge that can be applicable in 
similar contexts.

Conclusions and implications

The implications of this study can be divided into two main areas: Implications 
for educational practice, and implications for systems design. The practical 
implications of these results are that secondary education does need to improve 
its working environment to minimize distractions, in accordance with 
previous research (Schmidt, 2020), and that there is a lot of work that needs 
to be done about the psychological health of secondary education students. 
There is also clear support for more explicit instruction on how to regulate 
learning, in line with the findings of Dignath & Veenman (2021). Lastly, 
students find that information is fragmented, inconsistent and unclear, which 
is an area where systems design can help, but which is at its core also something 
that educational practitioners have to consider.
	 When it comes to the implications for systems design, there is a pressing 
need for systems that not only communicate information from teachers  
to students, but also augment that information with analytics to support 
students where the existing information flow is lacking. This is in line with 
previous research. However, findings from this study highlight that while 
trace data of student activities and regular learning analytics methods often 
used (e.g. Heikkinen et al., 2023; Winne, 2022) are important, there are other 
areas that may need other techniques to address the need for organizing and 
clarification of existing information. This is an area where recent advances 
in AI, specifically large language models, may be helpful. This is a direction 
for research that would be important to investigate further. Systems need  
to be designed with the students’ regulatory processes in mind, and with 
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built-in support for scaffolding self-regulation, since our results suggest it 
may be quite difficult not only for some, but for the majority of students. 
Support for the planning and performance phases seem to be the most crucial, 
where planning, adhering to the plan and adapting plans to changing 
circumstances stand out as the most challenging parts. In previous research, 
Jivet et al. (2017) found that few interventions targeted the planning phase, 
while Heikkinen et al. (2023) found 45% of the studies they look at supporting 
this phase, suggesting that there has been improvement in the attention to 
planning, but that it may still need more attention considering its importance 
to students, as shown in our results. 
	 As for further research implications, we see that there is a need to look at 
how systems for secondary education can be designed in an integrated  
manner, in line with Jivet et al. (2017), to support the full range of needs 
found in this study, as well as studying the effects of such a system to make 
sure the scaffolding is designed in such a way that it supports the development 
of students’ regulatory processes and does not replace them. Most of the 
research in this field is limited to higher education (Heikkinen et al., 2023; 
Schwendimann et al., 2016), calling for more research looking at what aspects 
of learning analytics support for students also translate to secondary education. 
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ABSTRACT

The use of eye tracking in educational research has shown great potential in recent decades. 
There are various approaches to the usage of eye tracking technology in this area, including 
investigation of self-regulated learning from different types of learning environments.  
Nonetheless, the majority of published research studies have one tremendous limitation: 
using expensive remote or tower-based eye trackers to provide high-quality data in laboratory 
conditions. Now, new webcam eye trackers may offer an easily affordable approach allowing 
eye tracking measurements in the real environment, such as the investigation of learning 
behavior in online learning environments. The main aim of this scoping review is to explore 
the use of webcam eye tracking technology in the field of learning and education. We 
established three specific purposes: 1) to introduce educational topics being explored using 
webcam eye tracking, 2) to discuss the methodological aspects when exploring educational 
topics with webcam eye tracking, and 3) to investigate the eye tracking aspects used for 
the analysis. To do this, we analyzed 16 studies that used webcam eye tracking. The results 
of the scoping review show that 1) selected studies focus mainly on students’ behavior in 
online learning environments, such as engagement, lack of attention, cheating and others; 
2) a wide range of studies aimed at the development of automatized detection tools; and 
3) studies are mainly focused on extracting raw and event data features using them mostly 
for automatized detection purposes.
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Introduction

The use of eye movement tracking has been on the rise in the field of education 
and learning in recent decades. Eye tracking technology is able to provide 
researchers with a wide range of information about the metacognitive,  
and behavioral processes of learners (Antonietti et al., 2014). Eye tracking 
technology contributes to the development of educational processes and the 
individuals themselves. Eye tracking is used in a large number of sectors 
within education, e.g., processes in the classroom, teaching and learning in 
virtual reality, reading research (Rayner, 1998), and attention, perception, and 
language learning (Šmideková, 2018; Lai et al., 2013). Lai et al. (2013) also 
mention topics of metacognition and learning strategies. Another broad area 
of educational research in which eye tracking and analysis of eye movement 
data can be used extensively is in the context of multimodal learning  
analytics (MLA). In general, MLA refers to the integration or the elicitation 
of different data from multiple sources (e.g., audio, video, eye tracking, 
biosensors and more; see Blikstein & Worsley, 2016 or Worsley, 2018) that 
can subsequently provide crucial insights regarding an individual’s learning 
process from a variety of perspectives (Ochoa, 2017). Such analyses can 
provide assessments of students’ knowledge, behavior, intentions, or even 
physiological characteristics (Blikstein & Worsley, 2016), which can help to 
increase the holistic understanding of an individual. Alemdag and Catilgay 
(2018) then explore in more depth the area of eye tracking research (particularly 
with remote and webcam eye tracking devices) in multimedia learning, which 
can be closely related to the online learning environments and the learner’s 
behavior with learning materials, and their metacognitive and self-regulatory 
abilities, which are crucial for successful and effective learning from e-learning 
materials.
	 Self-regulated learning has become crucial in the last two decades with 
the expansion of learning with online learning environments where students 
must demonstrate sufficient self-regulation skills, such as motivation,  
strategic planning, responsibility, and time management to learn effectively 
(Panadero, 2017). Self-regulated learning is described as a learning process 
that is built on cognitive strategies, motivation, and metacognitive skills.  
At the same time, responsibility and autonomy are also necessary for successful 
self-regulated learning (Carneiro et al., 2011). Zimmerman (2000) describes 
self-regulated learning as a cyclical process that is composed of three phases. 
These phases include the preparatory phase, the performance phase, and the 
reflective phase. However, exploring self-regulated learning in online learning 
environments is relatively challenging. Researchers often focus on self-reports 
and questionnaires, which can be subjective (Dostálová et al., 2022). For this 
reason, the focus in research on self-regulated learning has begun to shift 
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simultaneously to the use of new technologies and to the collection of 
psychophysiological data that can point to behavioral patterns in individuals’ 
learning that were not previously apparent. The method of tracking eye 
movements is included among such technologies (e.g., Antonietti et al., 2014).
	 Tracking eye movements can contribute greatly to uncovering self-
regulated processes during learning (e.g., Taub & Azevedo, 2018) in the sense 
of detecting what areas a student has looked at during the learning process, 
for how long, and possibly in what sequence. However, eye tracking research 
in the area of online learning environments presents major challenges in the 
form of lab-based data gathering. Currently, some of the eye tracking devices 
that are commonly used for research are most often based on the principle 
of pupil and corneal reflection and varying levels of sampling frequency, 
precision and accuracy (Holmqvist et al., 2011). However, these devices can 
be relatively sensitive to the conditions in which the measurements are 
conducted. These in-lab eye tracking devices can also be relatively expensive 
(Semmelmann & Weigelt, 2017), and so the methodological aspects and the 
data collection are usually rather more limited and simplified, which may 
reduce the ecological validity of the research since the participant is not 
measured under natural conditions (Papoutsaki et al., 2016). 
	 For such reasons, it is necessary to pay attention to the new technological 
possibilities regarding both the availability of eye tracking devices and data 
gathering in ecological settings (Wisiecka et al., 2022). A new approach can 
be provided by webcam eye tracking. Webcam eye tracking is based on the 
principle of face landmark detection and a machine learning approach for 
gaze position prediction (Wisiecka et al., 2022). Recent studies have sought 
to compare the accuracy and precision of the webcam eye tracking solution 
with commercial eye trackers showing reliable results depending on, e.g., 
experimental stimuli (for detailed information about the eye tracking device 
parameters and experimental settings see Burton et al., 2014; Skovsgaard et 
al., 2011; Wisiecka et al., 2022). Nonetheless, Wisiecka et al. (2022) suggest 
that more replications are needed in this field to properly consider all aspects 
of the webcam eye tracking solution (e.g., research topic, procedure, 
experimental stimuli, and more). 
	 However, the main advantage of a webcam eye tracking device is the 
possibility of its use by nearly anyone, since only a device with a webcam is 
needed to conduct the research, and therefore a higher ecological validity of 
the measurements might be enabled, which can be significantly useful, e.g., 
in research on self-regulated learning from online learning materials and  
also to support the multimodal learning analytics during learning processes. 
This research aims to investigate whether and how eye tracking can be used 
in education and learning and thus contribute to the further use and 
development of this technological approach. 
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1 Methods

This scoping review study aims to provide and analyze an insight into the 
current state of knowledge on the use of webcam eye tracking in the field of 
learning and education. To this end, a main research question and then two 
specific research questions were established as follows:

RQ1: How is webcam eye tracking technology used in the field of 
education and learning?
RQ1.a: What fields of education and learning are explored with webcam 
eye tracking technology?
RQ1.b: How is webcam eye tracking used from the methodological 
perspective and what aspects of eye tracking are considered in selected 
studies?

In order to answer the research questions, which are exploratory in nature, 
we chose to do a scoping review. We followed the methodology set out by 
Tricco et al. (2018) and Munn (2018).

1.1 Inclusion and exclusion criteria
Inclusion and exclusion criteria determine which documents will or will not be 
included in the search to meet the study objective set by the research questions. 
In our case, the inclusion criteria are eye tracking, eye movement, webcams, 
and school or university settings. For the summary of all inclusion and exclusion 
criteria, see Table 1. For the review, we concentrated on studies published 
between 2010 and 2023, and we also decided to work in a broader scope in this 
review, not only with studies of the “article” type but also with “conference 
papers.” This is mainly because webcam eye tracking is a relatively new 
technology that has developed more widely in the last two decades. Furthermore, 
conference proceedings papers are a common type of document in this field.

Table 1
Table summarizing the inclusion and exclusion criteria.

Inclusion criteria Exclusion criteria

• Webcam eye tracking
• Learning and education
• “Peer-reviewed article” 
and “conference paper”

• Language other than English
• Documents published outside the 2010-2023 period
• Document type other than “peer-reviewed article” or 
“conference paper”
• Absence of webcam eye tracking
• Absence of learning and education field
• Description of methodological or technological aspects 
missing
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1.2 Literature search
Literature searches were conducted on April 30, 2023 in the databases Scopus, 
Web of Science, MEDLINE/PubMed, Embase, PsycINFO/PsyARTICLES 
by EBSCOHost, Education Resources Information Center (ERIC), Academic 
Search Ultimate by EBSCOHost and IEEE. We used the following search 
string, which we tailored to each search platform. For the purposes of the 
literature search, we established the keywords listed in Table 2.

Table 2
Key concepts and search terms used for the literature search.

Key concept Search term

Eye tracking ((eye* OR ocular*) AND (track* OR movement*)) OR  
(“eye movement*” OR “movement of the eye*” OR “ocular 
movement*” OR gaze-track*)
AND

Webcam eye tracking (webcam* OR webcast* OR digicam*) OR ((web OR digital) 
AND (camera*))
AND

Education and learning educat* OR learn* OR teach* OR study* OR student* OR 
instruct* OR pupil* OR school* OR universit* OR college*

1.3 Data extraction
Data extraction was carried out according to the Joanna Brigss Institute 
scoping review methodology guidelines (11.2.7 Data Extraction, 2022) in order 
to extract data on the authors of the publication, year of publication, origin, 
research objectives, population studied, research methodology, and findings. 
See Table 1 for the extraction results.

1.4 Critical appraisal 
This is an optional part of the scoping review, and was not conducted in our case.

1.5 Data synthesis
The objectives of the data synthesis were descriptive qualitative content 
analysis. The tool used to conduct it was open coding. A simple frequency 
count was used for descriptive statistical analysis of quantitative data 
(Aromataris & Munn, 2020).

1.6 Data management and screening
Data were processed in the online software Rayyan https://www.rayyan.ai/, 
where they were deduplicated and screened independently by both authors 
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of the study. First, studies were screened by reading titles and abstracts and 
in the second stage by full-text analysis. The key measures of whether to 
include or exclude studies were inclusion and exclusion criteria. If there were 
any disagreements, these were resolved in online meetings via MS Teams.

1.7 Ethical considerations
This scoping review does not require ethical approval. All data are gathered 
from publicly available sources, either licensed or open access.

	

Figure 1
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1.8 Data analysis 

The analysis of the selected articles commenced by scrutinizing the research objectives, 
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1.8 Data analysis
The analysis of the selected articles commenced by scrutinizing the research 
objectives, inquiries, methodologies, and study outcomes. We systematically 
extracted pertinent information from the articles, which encompassed 
metadata such as title, authors, DOI and name of a journal or conference. 
We also extracted the aim of a study, sample, research method and eye tracking 
approach.

A SCOPING REVIEW OF WEBCAM EYE TRACKING IN LEARNING ...

2 Results

This scoping review presents a summary of 16 articles and conference papers 
that combine two key topics: the use of webcam eye tracking and the thematic 
areas of education and learning. We decided to divide the results into two main 
categories according to the focus of the specific research questions.  
The following two categories are: 1) the field of interest regarding education 
and learning, and 2) methodological and eye tracking aspects of selected studies. 

2.1 Exploring educational horizons: Webcam eye trackers  
and learning domains

The main aim of this section is to present the possibilities for using webcam 
eye tracking in teaching and learning that have already been explored in 
various contexts. 
	 From a general perspective, eye tracking technology is used to investigate 
cognitive functional processes. This has been addressed by Lin et al. (2022), 
who focused on testing the feasibility of a webcam eye tracking interface for 
commonly used cognitive tasks. They subsequently tested the webcam 
interface on Chinese reading tasks. Reading is a complex cognitive ability, 
and the reading tasks were also applied by Guan et al. (2022) pointing out 
the importance of low-cost eye tracking data gathering in natural conditions, 
especially in the era of digital and online learning, using webcam eye  
tracking to explore the relationship between reading behavior and reading 
performance. Cognitive processes related to reading comprehension and mind 
wandering during an online reading comprehension task are also discussed 
by Hutt et al. (2022). In the case of a specific reading disorder, learning how 
to read and the reading itself can be a very challenging task. Calabrich et al. 
(2021a, 2021b) explored cross-modal bindings and episodic memory in dyslexic 
and intact adult readers. The reader’s attention is also closely related to working 
with the text and reading. A reading task for a group of neurodivergent 
students (ADHD, autism, and learning disability) was also used by Wong  
et al. (2023) who explored the use of webcam eye tracking to support these 
students during learning. Li et al. (2016) took a different approach to reading 
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Table 1 
Resumé of extracted data

Authors DOI/URL Title Journal/Conference Key topic Population 
sample Research method ET approach and device

Alkabbany et 
al. (2023)

10.3390/s23031614 An Experimental Platform for  
Real-Time Students Engagement 
Measurements from Video in STEM 
Classrooms

Sensors Real-time automatic student 
engagement measure based
on behavioral and emotional 
engagement

10 students  
of 300-level 
STEM classes

In-wild data collection 
(lecture); each lecture is  
75 min in length and was 
divided into windows  
(1360 samples)

Webcam ET system  
(2–3 frames per second); 
features: head pose, eye gaze, 
action units; 

Behera et al. 
(2020)

10.1007/s40593-020-00195-2 Associating Facial Expressions and 
Upper-Body Gestures with Learning 
Tasks for Enhancing Intelligent 
Tutoring Systems

International Journal  
of Artificial Intelligence 
in Education

Automatic detection  
of body, gaze movements 
and gestures while 
computer-mediated learning

9 male 
undergraduate 
students 

In-wild data collection;
deep learning approach  
for automatic detection;
two separate sessions:  
(1) five students in one 
session and (2) four in 
another session

Webcam IntraFace tool  
(15 Hz sampling rate); 
the eye gaze is recorded for 
both eyes 

Calabrich et al. 
(2021)

https://escholarship.org/
uc/item/76b3c54t 

Episodic Memory Cues in Acquisition 
of Novel Visual-Phonological 
Associations: a Webcam-Based Eye 
tracking Study

43rd Annual Meeting 
of the Cognitive 
Science Society

Spatial and contextual cues 
to aid learning of novel 
cross-modal bindings

14 university 
students  
(1 participant 
excluded)

Experiment; two-phase 
measurement (recognition 
task and cued recall)

Webgazer.js (60 Hz);
eye movements not recorded 
during the second phase

Calabrich et al. 
(2021)

10.3389/fpsyg.2021.754610 Audiovisual Learning in Dyslexic 
and Typical Adults: Modulating 
Influences of Location and Context 
Consistency

Frontiers in Psychology Analyzing the contribution 
of episodic memory cues  
to cross-modal bindings 
(readers with and without 
dyslexia during learning 
process)

70 university 
students  
(35 dyslexic and 
35 non-dyslexic 
readers)

Experiment; 3 tasks:  
(1) a training recognition 
task with interspersed  
cued-recall trials; (2) a 
post-training cued-recall 
test; (3) a post-training 
recognition test

Webgazer.js (60 Hz/depending 
on the refresh rate of the 
monitor);
features: fixations in AOIs

Dilini et al. 
(2021)

10.1109/ICITR 
54349.2021.9657277

Cheating Detection in Browser-
based Online Exams through Eye 
Gaze Tracking

6th International
Conference on
Information Technology 
Research (ICITR)

Browser-based cheating 
detection approach in 
online examinations 
through eye gaze tracking

5 undergraduate 
participants; 
evaluation on 10 
undergraduate 
students

Step 1: creating the ET 
dataset (cheating and non-
cheating), step 2: verifying 
predictive models

Features: gaze in/out of the 
screen

Guan et al. 
(2022)

https://ceur-ws.org/ 
Vol-3120/paper5.pdf

An analysis of reading process based 
on real-time eye tracking data with 
webcamera—Focus on English 
reading at higher education level

4th Workshop on 
Predicting Performance 
Based on the Analysis 
of Reading Behavior

Developing platform using 
web camera eye tracking to 
get physiological indicators 
based on eye tracking data 
to analyze the reading 
process

35 higher 
education 
university 
students 

Experiment: pre-test, 
English reading test, 
interview

Webgazer.js
features: frequency and rate of 
fixation on page; frequency of 
regressions (RS) among pages

Hutt et al. 
(2023)

10.3758/s13428-022-
02040-x

Webcam-based eye tracking to 
detect mind wandering and 
comprehension errors

Behavior Research 
Methods

Goal 1: detecting 
comprehension and  
task-unrelated thought in 
real-time using webcam eye 
tracking 
Goal 2: using eye tracking 
system to reproduce and
build quantified relationships 
between these learning-
related cognitive constructs 
and eye gaze

study 1:  
105 university 
students 
study 2:  
173 participants 

Experiment: between-
participants manipulation 
with participants randomly 
assigned to one of two 
conditions; narrative 
anticipation task

Webgazer.js; 
features: global gaze features 
(number of samples, dispersion 
of gaze points), local gaze 
features (patterns inside of 
AOI)

NICOL DOSTÁLOVÁ, LUKÁŠ PLCH

https://doi.org/10.3390/s23031614
https://escholarship.org/uc/item/76b3c54t
https://escholarship.org/uc/item/76b3c54t
https://doi.org/10.1109/ICITR54349.2021.9657277
https://doi.org/10.1109/ICITR54349.2021.9657277
https://ieeexplore.ieee.org/xpl/conhome/9657195/proceeding
https://ieeexplore.ieee.org/xpl/conhome/9657195/proceeding
https://ieeexplore.ieee.org/xpl/conhome/9657195/proceeding
https://ieeexplore.ieee.org/xpl/conhome/9657195/proceeding


121

Table 1 
Resumé of extracted data

Authors DOI/URL Title Journal/Conference Key topic Population 
sample Research method ET approach and device

Alkabbany et 
al. (2023)

10.3390/s23031614 An Experimental Platform for  
Real-Time Students Engagement 
Measurements from Video in STEM 
Classrooms

Sensors Real-time automatic student 
engagement measure based
on behavioral and emotional 
engagement

10 students  
of 300-level 
STEM classes

In-wild data collection 
(lecture); each lecture is  
75 min in length and was 
divided into windows  
(1360 samples)

Webcam ET system  
(2–3 frames per second); 
features: head pose, eye gaze, 
action units; 

Behera et al. 
(2020)

10.1007/s40593-020-00195-2 Associating Facial Expressions and 
Upper-Body Gestures with Learning 
Tasks for Enhancing Intelligent 
Tutoring Systems

International Journal  
of Artificial Intelligence 
in Education

Automatic detection  
of body, gaze movements 
and gestures while 
computer-mediated learning

9 male 
undergraduate 
students 

In-wild data collection;
deep learning approach  
for automatic detection;
two separate sessions:  
(1) five students in one 
session and (2) four in 
another session

Webcam IntraFace tool  
(15 Hz sampling rate); 
the eye gaze is recorded for 
both eyes 

Calabrich et al. 
(2021)

https://escholarship.org/
uc/item/76b3c54t 

Episodic Memory Cues in Acquisition 
of Novel Visual-Phonological 
Associations: a Webcam-Based Eye 
tracking Study

43rd Annual Meeting 
of the Cognitive 
Science Society

Spatial and contextual cues 
to aid learning of novel 
cross-modal bindings

14 university 
students  
(1 participant 
excluded)

Experiment; two-phase 
measurement (recognition 
task and cued recall)

Webgazer.js (60 Hz);
eye movements not recorded 
during the second phase

Calabrich et al. 
(2021)

10.3389/fpsyg.2021.754610 Audiovisual Learning in Dyslexic 
and Typical Adults: Modulating 
Influences of Location and Context 
Consistency

Frontiers in Psychology Analyzing the contribution 
of episodic memory cues  
to cross-modal bindings 
(readers with and without 
dyslexia during learning 
process)

70 university 
students  
(35 dyslexic and 
35 non-dyslexic 
readers)

Experiment; 3 tasks:  
(1) a training recognition 
task with interspersed  
cued-recall trials; (2) a 
post-training cued-recall 
test; (3) a post-training 
recognition test

Webgazer.js (60 Hz/depending 
on the refresh rate of the 
monitor);
features: fixations in AOIs

Dilini et al. 
(2021)

10.1109/ICITR 
54349.2021.9657277

Cheating Detection in Browser-
based Online Exams through Eye 
Gaze Tracking

6th International
Conference on
Information Technology 
Research (ICITR)

Browser-based cheating 
detection approach in 
online examinations 
through eye gaze tracking

5 undergraduate 
participants; 
evaluation on 10 
undergraduate 
students

Step 1: creating the ET 
dataset (cheating and non-
cheating), step 2: verifying 
predictive models

Features: gaze in/out of the 
screen

Guan et al. 
(2022)

https://ceur-ws.org/ 
Vol-3120/paper5.pdf

An analysis of reading process based 
on real-time eye tracking data with 
webcamera—Focus on English 
reading at higher education level

4th Workshop on 
Predicting Performance 
Based on the Analysis 
of Reading Behavior

Developing platform using 
web camera eye tracking to 
get physiological indicators 
based on eye tracking data 
to analyze the reading 
process

35 higher 
education 
university 
students 

Experiment: pre-test, 
English reading test, 
interview

Webgazer.js
features: frequency and rate of 
fixation on page; frequency of 
regressions (RS) among pages

Hutt et al. 
(2023)

10.3758/s13428-022-
02040-x

Webcam-based eye tracking to 
detect mind wandering and 
comprehension errors

Behavior Research 
Methods

Goal 1: detecting 
comprehension and  
task-unrelated thought in 
real-time using webcam eye 
tracking 
Goal 2: using eye tracking 
system to reproduce and
build quantified relationships 
between these learning-
related cognitive constructs 
and eye gaze

study 1:  
105 university 
students 
study 2:  
173 participants 

Experiment: between-
participants manipulation 
with participants randomly 
assigned to one of two 
conditions; narrative 
anticipation task

Webgazer.js; 
features: global gaze features 
(number of samples, dispersion 
of gaze points), local gaze 
features (patterns inside of 
AOI)
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Khan et al. 
(2022)

10.1109/EDUCON 
52537.2022.9766506

EXECUTE: Exploring Eye 
Tracking to Support E-learning

2022 IEEE Global 
Engineering Education 
Conference 
(EDUCON)

Developing an e-learning 
framework for capturing 
and analyzing the students’ 
attention during remote 
teaching sessions

25 participants Measurement for raw data; 
robust machine learning 
approach

Webgazer.js (29 Hz); 
features: raw gaze points, 
fixation, saccade, eye blinks in 
pyGaze; number of fixation 
and fixation duration in AOI, 
duration of largest fixation 
backtracks fixation dispersion, 
first fixation duration and entry 
time of the first fixation in AOI

Khosravi et al. 
(2022)

10.1109/EDUCON 
52537.2022.9766468

Self-Directed Learning using Eye 
Tracking: A Comparison between 
Wearable Head-worn and Webcam-
based Technologies

2022 IEEE Global 
Engineering Education 
Conference 
(EDUCON)

Using a low-cost webcam 
eye tracking solution for 
e-learning materials and its 
comparison to the head-
mounted ET

8 learners Measurement: 4-minute 
lecture; qualitative analysis

PupilCore and Webgazer.js;
features: fixation data, gaze 
plots, heatmaps, comparison on 
visualizations

Li et al. (2016) 10.1145/3015297.3015301 Multimodal Human Attention 
Detection for Reading from Facial 
Expression, Eye Gaze, and Mouse 
Dynamics

ACM SIGAPP Applied 
Computing Review

Detecting human attention 
when reading

6 subjects Reading articles 
measurement;
machine learning approach 
for identification of 
attention level

Unspecified webcam ET;
features: blink rate, fixation rate 
and duration, saccadic rate and 
duration

Lin et al. 
(2022)

10.1016/j.bspc.2022.103521 An eye tracker based on webcam 
and its preliminary application 
evaluation in Chinese reading tests

Biomedical Signal 
Processing and Control

Using webcamera to 
capture eye movements for 
cognitive function 
assessment

Comparative 
experiment: 
62 subjects 
application 
experiment: 
72 subjects 

Comparative experiment: 
visual latency task
application experiment: 
reading task

SMI RED250 + Microsoft® 
LifeCam Studio; 
features: total reading time, 
first-pass reading time, re-
reading and key press reaction 
time, scanpath length

Madsen et al. 
(2021)

10.1073/pnas.2016980118 Synchronized eye movements 
predict test scores in online video 
education

Proceedings of the 
National Academy  
of Sciences (PNAS)

Analyzing students’ 
attention in home online 
education

88 subjects Series of measurements 
(6 short videos) –

Robal et al. 
(2018)

10.1145/3172944.3172987 Webcam-based Attention Tracking 
in Online Learning: A Feasibility 
Study

IUI ‘18: 23rd 
International 
Conference on 
Intelligent User 
Interfaces

Detecting a loss of focus in 
the online learning setting

20 regular 
MOOC learners 

Pilot study;
benchmark set of tasks 
(50 tasks)

Webgazer.js, tracking.js, HW 
based solution (Tobii ET);
features: face-hit, face-miss, 
likely-face-miss

Wong et al. 
(2023)

10.1145/3576050.3576115 Using a Webcam-Based Eye tracker 
to Understand Students’ Thought 
Patterns and Reading Behaviors  
in Neurodivergent Classrooms

13th International 
Learning Analytics and 
Knowledge Conference 
(LAK23)

Examining of validity and 
applicability of using 
webcam-based eye tracking 
to study neurodivergent 
students in educational 
settings

43 university 
students

Between-subject quasi-
experimental design;
reading task

Webgazer.js
features: AOI proportions 
on paragraphs

Yi et al. (2015) 10.1109/
CADGRAPHICS.2015.13

Real Time Learning Evaluation 
Based on Gaze Tracking

14th International 
Conference on
Computer-Aided Design 
and Computer Graphics 
(CAD/Graphics)

Presenting a system for
extraction of eye movements 
information to analyze 
learners’ behavior

4 participants 
(152 samples of 
idle, 341 samples 
of seeking, 
530 samples of 
scanning)

HMM classifier training 
on three basic patterns: 
scanning, seeking and idle

Webcam ET (not specified); 
description of eye movement 
detection

Zhao et al. 
(2017)

10.1007/978-3-319-66610-
5_24

Scalable Mind-Wandering Detection 
for MOOCs: A Webcam-Based 
Approach

12th European
Conference on 
Technology Enhanced 
Learning

Proposing an automatic 
detection in MOOC of 
learners’ mind-wandering 
through webcam eye 
tracking

13 participants Machine learning approach 
for detection (Logistic 
Regression, Linear SVM 
and Naive Bayes classifiers)

High-quality ET (sampling rate 
30 Hz) + Webgazer.js (5 Hz); 
features: 58 features 
(parameters of fixation and 
saccade)
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Khan et al. 
(2022)

10.1109/EDUCON 
52537.2022.9766506

EXECUTE: Exploring Eye 
Tracking to Support E-learning

2022 IEEE Global 
Engineering Education 
Conference 
(EDUCON)

Developing an e-learning 
framework for capturing 
and analyzing the students’ 
attention during remote 
teaching sessions

25 participants Measurement for raw data; 
robust machine learning 
approach

Webgazer.js (29 Hz); 
features: raw gaze points, 
fixation, saccade, eye blinks in 
pyGaze; number of fixation 
and fixation duration in AOI, 
duration of largest fixation 
backtracks fixation dispersion, 
first fixation duration and entry 
time of the first fixation in AOI

Khosravi et al. 
(2022)

10.1109/EDUCON 
52537.2022.9766468

Self-Directed Learning using Eye 
Tracking: A Comparison between 
Wearable Head-worn and Webcam-
based Technologies

2022 IEEE Global 
Engineering Education 
Conference 
(EDUCON)

Using a low-cost webcam 
eye tracking solution for 
e-learning materials and its 
comparison to the head-
mounted ET

8 learners Measurement: 4-minute 
lecture; qualitative analysis

PupilCore and Webgazer.js;
features: fixation data, gaze 
plots, heatmaps, comparison on 
visualizations

Li et al. (2016) 10.1145/3015297.3015301 Multimodal Human Attention 
Detection for Reading from Facial 
Expression, Eye Gaze, and Mouse 
Dynamics

ACM SIGAPP Applied 
Computing Review

Detecting human attention 
when reading

6 subjects Reading articles 
measurement;
machine learning approach 
for identification of 
attention level

Unspecified webcam ET;
features: blink rate, fixation rate 
and duration, saccadic rate and 
duration

Lin et al. 
(2022)

10.1016/j.bspc.2022.103521 An eye tracker based on webcam 
and its preliminary application 
evaluation in Chinese reading tests

Biomedical Signal 
Processing and Control

Using webcamera to 
capture eye movements for 
cognitive function 
assessment

Comparative 
experiment: 
62 subjects 
application 
experiment: 
72 subjects 

Comparative experiment: 
visual latency task
application experiment: 
reading task

SMI RED250 + Microsoft® 
LifeCam Studio; 
features: total reading time, 
first-pass reading time, re-
reading and key press reaction 
time, scanpath length

Madsen et al. 
(2021)

10.1073/pnas.2016980118 Synchronized eye movements 
predict test scores in online video 
education

Proceedings of the 
National Academy  
of Sciences (PNAS)

Analyzing students’ 
attention in home online 
education

88 subjects Series of measurements 
(6 short videos) –

Robal et al. 
(2018)

10.1145/3172944.3172987 Webcam-based Attention Tracking 
in Online Learning: A Feasibility 
Study

IUI ‘18: 23rd 
International 
Conference on 
Intelligent User 
Interfaces

Detecting a loss of focus in 
the online learning setting

20 regular 
MOOC learners 

Pilot study;
benchmark set of tasks 
(50 tasks)

Webgazer.js, tracking.js, HW 
based solution (Tobii ET);
features: face-hit, face-miss, 
likely-face-miss

Wong et al. 
(2023)

10.1145/3576050.3576115 Using a Webcam-Based Eye tracker 
to Understand Students’ Thought 
Patterns and Reading Behaviors  
in Neurodivergent Classrooms

13th International 
Learning Analytics and 
Knowledge Conference 
(LAK23)

Examining of validity and 
applicability of using 
webcam-based eye tracking 
to study neurodivergent 
students in educational 
settings

43 university 
students

Between-subject quasi-
experimental design;
reading task

Webgazer.js
features: AOI proportions 
on paragraphs

Yi et al. (2015) 10.1109/
CADGRAPHICS.2015.13

Real Time Learning Evaluation 
Based on Gaze Tracking

14th International 
Conference on
Computer-Aided Design 
and Computer Graphics 
(CAD/Graphics)

Presenting a system for
extraction of eye movements 
information to analyze 
learners’ behavior

4 participants 
(152 samples of 
idle, 341 samples 
of seeking, 
530 samples of 
scanning)

HMM classifier training 
on three basic patterns: 
scanning, seeking and idle

Webcam ET (not specified); 
description of eye movement 
detection

Zhao et al. 
(2017)

10.1007/978-3-319-66610-
5_24

Scalable Mind-Wandering Detection 
for MOOCs: A Webcam-Based 
Approach

12th European
Conference on 
Technology Enhanced 
Learning

Proposing an automatic 
detection in MOOC of 
learners’ mind-wandering 
through webcam eye 
tracking

13 participants Machine learning approach 
for detection (Logistic 
Regression, Linear SVM 
and Naive Bayes classifiers)

High-quality ET (sampling rate 
30 Hz) + Webgazer.js (5 Hz); 
features: 58 features 
(parameters of fixation and 
saccade)
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research using webcam eye tracking and concentrated on developing a system 
for detecting attention during reading in an e-learning environment. For this 
purpose, they adopted a multimodal approach, thus using information related 
to facial expression, eye tracking, and mouse dynamics. 
	 Students’ attention during learning from online learning materials is of 
great interest to Robal et al. (2018), Khan et al. (2022) and Madsen et al. 
(2021). Khan et al. (2022) reacted to the pandemic situation and the subsequent 
conversion of in-person lectures to an e-learning environment. They proposed 
an e-learning framework that would be able to determine student’s attention 
levels during online learning sessions, in part to address the problem of a 
potential lack of self-regulation among students during online lessons. Robal 
et al. (2018) follow up on the issue of students not being able to adequately 
regulate their learning process in Massive Open Online Courses (MOOCs) 
and propose a tool that would be able, based on a face-capturing webcam eye 
tracker, to detect the loss of attention. Koshravi et al. (2022) also directed 
their attention to self-directed learning in the online environment, using both 
a webcam eye tracker and commercial eye tracking glasses to collect 
psychophysiological data (gaze position), and therefore, to potentially improve 
the quality of e-learning materials. Madsen et al. (2021) then used webcam 
eye tracking for an experiment addressing students’ attention while watching 
online tutorial videos. Lack of attention and mind wandering during the 
learning process has also been investigated by Zhao et al. (2017), who focused 
on detecting mind wandering for MOOCs based on webcam gaze data. 
Furthermore, behavioral and emotional engagement and its automatized 
detection in the educational environment were explored by Alkabbany et al. 
(2023). The analysis of learners’ general behavior in e-learning was the focus 
of Yi et al. (2015), who used machine learning to analyze eye movements 
captured by a webcam for the purpose of learning patterns classification, 
which can lead to a better understanding of students’ learning intentions and 
their overall behavior when studying in online environments. 
	 A completely different area has been explored by Dilini et al. (2021), who 
have concentrated on the area of remote online exams and have developed 
eye-movement-based cheating detection for this purpose.
	 Based on the thematic analysis of the selected studies in the scoping review, 
it is apparent that the use of webcam eye tracking in the field of learning and 
education is relatively broad but focuses almost exclusively on the area of 
online or e-learning environments. With the help of simple and accessible 
webcam eye tracking technology, it is possible to observe learners’ behavior 
in online learning environments (attention, concentration, engagement, etc.), 
and at the same time, eye movement data can be used to create classification 
and detection tools that could lead to the improvement of online learning 
environments.
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2.2 Unraveling the gaze: Essential eye tracking aspects and methods
In this section, we focus on the types of webcam eye tracking devices 
employed in selected studies, the eye tracking metrics, and the way of working 
with the eye tracking outputs used in the research. Given the inconsistency 
of webcam eye tracking usage, we decided to proceed with this section 
according to the selected eye tracking device and then the aspects of eye 
tracking data analyzed. 
	 The most used webcam eye tracking device in the selected studies was 
Webgazer.js (see Papoutsaki et al., 2016). Superficial eye tracking metrics were 
used for subsequent analyses. A webcam eye tracking system was used by 
Alkabbany et al. (2023) whose main goal was to develop an automated 
measurement of behavioral engagement in students. For this purpose, head 
position, eye gaze, and action units were considered. Eye gaze was focused 
where the student was looking. The webcam system collected data at a 
frequency of 2–3 seconds and achieved a total of 240 feature vectors 
(considering head pose, eye gaze, and action units), which were then processed 
using a support vector machine (SVM) classifier. Robal et al. (2018) worked 
on self-regulation in MOOCs and the detection of attention in the online 
learning environment. For these purposes, they used both a commercial eye 
tracker and Webgazer.js to track eye movements and tracking.js (see tracking.
js, n.d.) for face tracking. Nonetheless, only the accuracy and reaction times 
were discussed for the detection development. As Dilini et al. (2021) focused 
on cheating detection, they used WebGazer.js eye tracking to gather a set  
of raw eye tracking data containing the estimated x and y positions and 
corresponding timestamps. These data were processed and divided into two 
main categories: “looking at the screen” and “looking outside of the screen.” 
Khosravi et al. (2022) compared head-mounted eye tracking (Pupil Core eye 
tracking glasses) and webcam eye tracking (Webgazer.js). In this study, 
recorded eye tracking data was used to visualize its performance and to 
compare visualizations from both devices, showing similar accuracy.
	 Nonetheless, the next wide group of research studies focused on the use 
of Webgazer.js for various thematic purposes. These authors already used  
a broader set of eye tracking features for the subsequent analyses. For example, 
Hutt et al. (2022) used Webgazer.js and converted the total gaze raw data  
into global gaze features (general eye movement data independent of the 
presented stimuli, e.g., number of gaze samples, number of unique gaze 
samples, and variance of gaze points), and local gaze features (dependent on 
predefined AOIs). The AOIs approach was also chosen by Wong et al. (2023) 
to examine the validity and usability of webcam eye tracking as an aid tool 
for neurodivergent learners. Gaze data were recorded with Webgazer.js and 
processed in proportion to each AOI (AOI corresponds to a paragraph on 
the stimuli). Calabrich et al. (2021b) used Webgazer.js operating at a sampling 

A SCOPING REVIEW OF WEBCAM EYE TRACKING IN LEARNING ...



126

rate of 60 Hz (depending on the screen refresh rate) to investigate audiovisual 
learning in dyslexic adult readers and intact adults. An algorithm to detect 
fixations from the raw data was used for the analysis. The position of these 
fixations was related to the regions of interest (ROIs) generated. Webgazer.
js was also used in the research of Khan et al. (2022), who first worked  
with raw data and then moved on to selecting individual eye tracking features 
that related to predefined areas of interest, primarily related to fixations  
(e.g., number, variance, duration and ratio of fixations etc.). These metrics 
were processed through machine learning (logistic regression, SVM and 
polynomial regression) to create a framework to capture attention loss and 
engagement in e-learning environments. Guan et al. (2022) used this webcam 
eye tracking with a focus on analyzing reading performance. The eye tracking 
features selected were related to more detailed fixation parameters (e.g., 
frequency of fixation) or frequency of regressions on pages. These data were 
then statistically processed. Aiming for mind-wandering detection, Zhao et 
al. (2017) compared eye tracking data from a high-quality commercial eye 
tracker with a sampling rate of 30 Hz with a Webgazer.js sampling rate of  
5 Hz. For these purposes, they selected 58 eye tracking features based on 
detailed parameters of fixations and saccades. Calabrich et al. (2021a) also 
focused on intact adult readers and tracked their eye movements while reading 
pseudowords using Webgazer.js. For this study, Webgazer.js was set to a frame 
rate of 60 Hz and focused on fixation location and consistency. 
	 Nonetheless, several studies used a different webcam eye tracking tool  
to perform the measurement. Rather superficial eye tracking aspects have  
been considered by Behera et al. (2020) who performed their research using 
webcam hand-over-face gestures, head and eye movements, and facial 
emotions. Focusing on the eye movements themselves, the researchers used 
the IntraFace tool (see De la Torre et al., 2015) to directly record the left and 
right eye gaze data. On the other hand, Li et al. (2016) investigated attention 
detection in an online learning environment using a multimodal approach 
that includes facial expression, mouse dynamics, and eye gaze patterns. Using 
an unspecified webcam, they analyzed eye blinks, fixations (fixation rate and 
duration), and saccades (saccade rate and duration). These features are further 
used for machine learning analysis. Yi et al. (2015) used unspecified webcam 
eye tracking and described eye-movement detection for the purposes of real-
time learning evaluation.
	 Based on the eye tracking aspects used in the selected studies, it can be 
evident that the most used webcam eye tracking framework is probably 
Webgazer.js, which the researchers used in different thematic contexts.  
If we focus on the selection and further analysis of the eye tracking data, we 
notice a relatively high diversity. In some cases, the authors focus their 
attention only on the superficial detection of faces and possible on-screen 
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and off-screen gaze; in other cases, the authors work with raw data, which 
are processed into standard eye tracking event metrics, including fixations 
and saccades and their detailed characteristics as well (e.g, count or duration 
of fixations and saccades). In some cases, these feature metrics are also 
analyzed in the context of their location and delineated areas of interest 
(AOIs). Eye tracking metrics are further used for statistical analysis or 
alternatively analyzed at the level of several machine learning approaches.

3 Conclusion

The present scoping review was devoted to the current state of knowledge 
in the area of webcam eye tracking in the field of education and learning.  
In our study, we found that research in this area is still somewhat in its early 
stages and a large majority of the research is from a computer science 
background and focuses mainly on automatized detection systems that can 
be potentially used for education and learning in various learning environments. 
Nonetheless, there is a huge opportunity to expand research in the field of 
education, in terms of proper investigation of educational and learning 
processes, and both thematic focus and the actual processing of the gaze data 
(as an example of such an approach see Calabrich et al., 2021). 
	 In the first section of our review, we concentrated on the possibilities and 
areas of using webcam eye tracking in the field of learning and education. 
Webcam eye tracking is mainly used in e-learning environments, often in the 
context of observing the learning process, various aspects of an individual’s 
behavior, or enhancing the quality and functionality of such systems and 
environments. At the same time, webcam eye tracking measures can be applied 
to a variety of detection functions (e.g. proctoring).  
	 From the methodological perspective, our results show that the field of 
webcam eye tracking is developed primarily in the field of computer science in 
the form of designing detection tools, and only a few studies aimed to 
experimentally explore the cognitive processes (e.g., reading patterns in 
neurodivergent students, see Wong et al., 2023). The actual use of webcam eye 
tracking in educational settings, in the sense of replacing conventional eye 
tracking, has been rather sporadic. The subsequent manner of working with 
eye tracking data is then rather extensive, ranging from basic gaze tracking 
on- and off-screen, to analyzing detailed metrics of saccades and fixations, also 
at the level of selected areas of interest. The choice of eye tracking metrics was 
determined by the main objectives of the research concerned.
	 Nonetheless, this scoping review study provides a summary of current 
trends in the field of webcam eye tracking in the context of learning and 
education. Within such a context, the authors of the selected studies primarily 
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focus on the area of learning in online learning environments and student 
behavior while working with them. Based on this, they also concentrate 
predominantly on the development of automated detection tools in the field 
of learner attention or engagement.
	 The results of our study may offer a new perspective and new challenges 
for educational researchers considering the use of eye tracking for investigative 
purposes. At the same time, however, more research is also needed on the 
quality of webcam measurements, even though the selected studies that focused 
on comparing commercial eye tracking with webcam eye tracking showed 
reliable outcomes. In any case, this information offers a direction for further 
research in this area that may lead to broadening and deepening the research. 
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Introduction

Vocabulary is acknowledged as the core of (foreign) language learning, without 
which successful communication cannot occur (Schmitt, 2010). Moreover, 
vocabulary acquisition is one of the biggest problems in learning a foreign 
language (Alqahtani, 2015). Since the 1980s, there has been a growing 
emphasis on student-centered approaches and their learning processes in 
learning and teaching (Nunan, 1990). This shift is accompanied by a general 
interest in learning strategies, particularly within the context of acquiring a 
second language (Oxford, 2013). 
	 The self-regulated learning (SRL) concept is an umbrella term involving 
diverse techniques and modalities to foster students’ self-directed learning. 
Models of SRL consistently incorporate learning strategies through explicit 
or implicit instruction (Oxford, 2013). A learning strategy is an action plan 
to achieve a learning objective, a technique aiming to facilitate the active 
learning process (Oxford, 1990). It involves a wide range of approaches for 
acquiring and applying knowledge and skills to solve problems and achieve 
success. Vocabulary learning strategies (VLS) put the focus on techniques 
employed to learn and expand one’s vocabulary, specifically facilitating 
vocabulary learning in foreign languages (Schmitt, 2000). Positioned within 
the broader context of SRL, VLS can be recognized as a vital component, 
strategically leveraging the power of SRL through collaborative pair work 
activities. This deliberate integration fosters optimal vocabulary learning, 
where the dynamic interplay between SRL and VLS becomes not only more 
observable but also connects these two concepts over an important social 
form of learning, in which learners’ metacognitive engagement is combined 
with help-seeking strategies through their peers (Karabenick & Berger, 2013). 

1 Vocabulary learning strategies

Vocabulary learning strategies (VLS) can be defined as actions that learners 
take to (a) determine the meaning of unknown words, (b) retain them in 
long-term memory, (c) recall them at will, and (d) use them in oral or written 
mode (Catalán, 2003, p. 56.) In this study, VLS refer to the techniques learners 
employ to discover the meaning of a new word. VLS are rooted in the 
theoretical framework of language learning strategies and constitute integral 
components in their taxonomies. However, most of the VLS taxonomies omit 
the aspect of discovering the meaning of a new word, concentrating solely 
on vocabulary learning and retention (e.g., Cohen, 1990; Gu & Johnson, 1996; 
Rubin & Thompson, 1994; Stoffer, 1995) and have therefore been excluded 
from the theoretical framework of this study. Schmitt (1997), on the other 
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hand, proposed a comprehensive VLS list based on Oxford’s taxonomy (1990), 
adopting four strategy groups (social, memory, cognitive, metacognitive)  
and expanding them to include the group of discovery strategies for inferring 
the meanings of new words. For this reason, Schmitt’s taxonomy (1997) was 
selected as the primary theoretical framework for this study. 
	 Schmitt (1997) categorizes VLS into two main groups: discovery strategies 
for uncovering the meanings of new words and consolidation strategies for 
solidifying the meanings of such words. For this study and following the 
definition of the VLS as stated above, only the first category is described in 
this section. Discovery strategies can be further divided into determination 
strategies, which assist a learner in determining a new word’s meaning without 
the help of a qualified person, and social strategies, which involve another 
person in discovering a new word’s meaning. 

Table 1
Schmitt’s Taxonomy of Vocabulary Learning Strategies: Discovery Strategies (Schmitt, 1997)

D
is

co
ve

ry
 s

tr
at

eg
ie

s

D
et

er
m

in
at

io
n

Analyze part of speech
Analyze affixes and roots
Check for L1 cognate
Analyze any available pictures or gestures
Guess from textual context
Bilingual dictionary
Monolingual dictionary
Word lists
Flashcards

So
ci

al

Ask teacher for an L1 translation
Ask teacher for paraphrase or synonym of new word
Ask classmates for meaning
Discover new meaning through group work activity

Discovery strategies aid learners in uncovering the meanings of new words 
and can be grouped into determination and social strategies. Determination 
strategies involve analyzing part of speech helping learners identify a word’s 
word class. Examining a word’s roots or suffixes can also provide valuable 
hints regarding its meaning. Another strategy involves checking for L1 
cognates, which allows learners to estimate word meanings based on shared 
origins, such as words derived from the same parent word, e.g., “Mutter” in 
German and “mother” in English. Visual cues are also helpful; analyzing 
available pictures or accompanying gestures and intonation in oral discussions 
can assist learners in guessing meanings. Furthermore, learners can estimate 
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a word’s meaning by considering its textual context and cues. To further 
support vocabulary learning, reference material, including bilingual or 
monolingual dictionaries, word lists, and flashcards, can be provided to 
learners. 
	 Social strategies come into play when learners seek assistance from others, 
such as asking the teacher for a translation into their mother tongue or 
requesting a paraphrase or a synonym of the new word. Learners can also ask 
a classmate about a word’s meaning or engage in group activities to acquaint 
themselves with new words collaboratively.1 
	 Using strategies shifts the focus from the teacher to the learners and their 
learning. In this sense, the learner, not the teacher, controls the learning 
process (Hsu & Malkin, 2011). Strategy use is part of a larger concept called 
self-regulated learning (SRL), which involves systematically activating 
behavior, cognition, and motivation toward one’s goals (Schunk & Greene, 
2017). A student who successfully engages in SRL uses multiple strategies to 
support their learning, such as seeking assistance or using all available 
resources (Alvi & Gillies, 2021). SRL within learning analytics (LA) refers 
to understanding students and their learning in different environments.  
It is “the measurement, collection, analysis, and reporting of data about 
learners and their contexts for understanding and optimizing learning and 
the environments in which it occurs” (Siemens, 2013, p. 1382). Although the 
scientific research in LA mainly focuses on virtual environments, Long and 
Siemens (2014) intentionally avoid restricting LA solely to the online education 
space and digital technologies because of the increasing need to apply LA  
to face-to-face interactions in physical classrooms. This field of research is 
called Multimodal Learning Analytics (MLA). It engages different sources 
of learning data, targeting the understanding of learning and attempting to 
optimize it without the mediation of digital technology (Ochoa, 2017). In the 
present study, the VLS are defined as a constituent phase of the SRL structure. 
By using different modalities, i.e., video and audio recordings, a comprehensive 
view of the learning processes and actions of learners is provided. 
	 Because the conceptualizations of VLS have been imprecise, and there  
is no unanimous consensus on the criteria for its definition, it remains 
undetermined whether they should be classified as observable behaviors, 
internal mental processes, or a combination of both (Schmitt, 2010). In the 
past, the assessment of VLS use has primarily relied on self-report questionnaires 
(e.g., Soureshjani, 2011; Yaacob et al., 2019), since strategic learning is 
influenced by cognitive processes that are typically not directly observable. 

1	 For a more detailed description of specific strategies see appendix A. 
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Another approach to investigating the use of VLS was experimental research 
(e.g., Kaplan-Rakowski, 2019; Maheswari & Sultana, 2019). However, no study 
has directly observed the use of these strategies in foreign language lessons. 
In contrast, a qualitative approach is needed to examine the complex strategies 
and record any relevant learners’ behavior contributing to vocabulary learning. 
The qualitative approach constantly compares and expands existing models 
with emerging categories from the recordings, focusing on causality (Oxford, 
2013). Additionally, observational records afford a higher level of objectivity 
than questionnaires, in which the learners often provide answers they believe 
are socially acceptable (Cohen, 2011). 
	 To further enhance the observability of VLS, the learners may engage in 
pair work activities. Learners working in pairs actively employ metacognitive 
strategies, allowing them to reflect on and control their learning processes, 
such as establishing learning goals, connecting new with previous knowledge, 
gathering and organizing material, monitoring mistakes, or making any 
required modifications (Oxford, 1990). Additionally, learners are encouraged 
to ask their peers for clarifications on words or concepts they are unfamiliar 
with, linking metacognitive and help-seeking strategies, both central concepts 
of SRL (Karabenick & Berger, 2013).
	 In conclusion, most VLS studies have been conducted in the quantitative 
research tradition, lacking lesson observations and relying on students’ reports. 
Furthermore, the target group in most of the research was secondary or 
university students. However, the mapped research is beneficial in establishing 
the theoretical-methodological framework for the current research. While 
the studies mentioned above, which investigated the use of VLS, lacked lesson 
observations and relied on reported strategies from students, this study’s 
primary objective is to observe the VLS utilization during pair work and their 
connection to inferring word meanings and the learners’ engagement. 

2 Methodology

It was initially planned to carry out the pilot study in the spring of 2019, but 
due to the COVID pandemic and the closing of schools it was postponed 
until autumn of 2020. The main study was carried out in the spring of 2021. 
Nevertheless, the schools were open only for a month, so the study’s time 
frame had to be adjusted. 

2.1 Sample
The sample consisted of ten primary school learners (n=10) in their ninth 
(final) grade of primary school. Of the ten learners, seven were female, and 
three were male. The sample was selected purposely as I was a teacher of this 
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group, which allowed me to grasp the learners’ interactions as naturally as 
possible without disturbing their attention during the data collection. Because 
of the learners’ age, I collected informed consent for recording from the legal 
representatives, stating that all the data would be anonymous and only the 
learners’ pseudonyms would be used. Moreover, the results would be published 
only in connection with the study. From a group of twenty learners, ten (and 
their legal guardians) agreed to be recorded for scientific purposes. 
	 The learners worked in pairs and, if possible, with their preferred choice 
of partner to ensure a pleasant atmosphere and working environment.  
A critical factor in the composition of the pairs was that one of the learners 
had taken part in the pilot study and so had previous experience with  
a similar task and could provide the other learner with an explanation of the 
working procedure and steps needed to be taken to perform the assigned 
task. Table 1 informs about the composition of the pairs according to their 
pseudonyms (only the beginning letter of their given name was preserved), 
age2, grade3, and participation in the pilot study. Every pair was assigned  
a working number, later used in the result section for clarity. 

Table 2
Description of the study sample

Pseudonym Age Grade Pilot study 
participation

Assigned 
number

František 15 2 Yes4 1
Kryštof 15 2 No 1
Viktorie 15 1 Yes 2
Kateřina 15 1 No 2
Andrea 15 1 Yes 3
Vlasta 14 1 No 3
Erika 15 1 Yes 4
Jaromír 15 2 No 4
Tamara 14 1 Yes 5
Lenka 14 1 No 5

2	 Age of a learner on the day of data collection for the main study
3	 Grade from the German language course from the first term of the school year 

2020/2021
4	 The learner took part in executing the task itself, however he was not recorded and 

therefore not included in the pilot study sample. He fulfilled the assigned task with 
the other included pairs.

BARBORA AL AJEILAT KOUSALOVÁ



139

The learners learned German for their obligatory second foreign language 
instruction, which in 2013 was made part of the primary school curriculum 
in the Czech Republic (MŠMT, 2017). The selected primary school does not 
offer a choice of languages, and German is the obligatory second foreign 
language (L3). German lessons take place twice a week in a forty-five-minute 
session. I have chosen ninth-grade learners because they are studying German 
in their third year and can use German vocabulary at a basic level. By the end 
of the year, they achieve an A1 level as defined by the Common European 
Framework of Reference for Languages (2012). The learners’ interactions 
were implemented in the Czech language; all excerpts included here were 
translated into English by the author of this study. 

2.2 Research aims and questions
The aim is to determine the specific VLS employed by Czech primary school 
learners during pair work and to examine how the learners implement the 
identified VLS. Another aim is to investigate whether applying these  
VLS contributes to the learners’ ability to infer the meanings of new words. 
Finally, the last aim is to explore the extent of engagement in utilizing VLS 
during pair work. To address these aims, the following research questions 
were formulated: 

1	 Which VLS are employed during pair work?
2	 How are the identified VLS used during pair work?
3	 Do the employed VLS lead to inferring the meanings of words?
4	 How are the learners engaged in the VLS usage? 

2.3 Research design
To address the research questions, I employed a qualitative study approach. 
The qualitative approach addresses the gap identified in previous research 
that lacked a qualitative perspective of VLS used by learners in the foreign 
language classroom. The previous research relied mainly on reported 
strategies, and lacked the quality of observing the learner’s behavior directly 
in the lessons. Learners were divided into pairs to make the behavior more 
observable and allow the linkage between strategies used and self-regulated 
learning (see literature review). I utilized audio and video recordings and 
analyzed the data using the qualitative content analysis method (Mayring, 
2015), which allowed me to study the learners’ related behavior and actions 
when using the VLS.

2.4 Data collection
The data collection occurred in five consecutive lessons over three weeks in 
June of 2021. The data was collected from indirect observations based on 
video and audio recordings as the research instrument ( Janík et al., 2013). 
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While the video recordings enabled me to focus on the participants’ verbal 
and non-verbal expressions, the audio recordings supplemented the video’s 
inaudible tracks. The subjects of investigation was the exploration of the 
meanings of new German vocabulary. 
	 Figure 1 depicts the location of cameras in the classroom. Pairs participating 
in the study were situated at the back of the classroom, whereas regular 
German lessons for other learners took place in the front. The individual 
pairs were separated from each other with room dividers so they would not 
interfere with each other during their interactions. One camera was focused 
on each pair, and a recorder was placed on each desk, recording the sound, 
which was inaudible on the video recording. 
	 Before the data collection, a category system5 based on Schmitt’s taxonomy 
(1997) was developed. Schmitt (1997) established the taxonomy of VLS based 
on Oxford (1990), extending it with determination strategies that support  
the students in uncovering a new or unknown word’s meaning without a 
qualified person’s help. The category system was created to recognize the 
learners’ first VLS use and to determine the teaching aids to be provided 
while working on the task. 
	 The teaching aids for the learner strategy elicitations were (1) the text 
“The Timid Rabbit” (Shaw, 2015), (2) a list of content vocabulary, and (3) 
pictures available in the text. Content vocabulary consists of nouns, adjectives, 
verbs, adverbs, and pronouns and is essential for understanding a written  
text (Roche, 2005). Concerning the text (Shaw, 2015), a vocabulary analysis 
was first conducted to confirm its A1 level (Glaboniat, 2005). The optimal 
learning level should not exceed one level higher than the level learners have 
currently attained, i.e., A2 level (Hufeisen & Riemer, 2010). In view of this 
recommendation, any B1+ vocabulary was replaced with another word at  
a lower level6. Another vocabulary learning suggestion is to encounter  
a maximum of twelve new words in one lesson (Gairns & Redman, 1986). 
Words contained in the textbook (Friedericke et al., 2007) with which the 
learners worked in regular German lessons were considered known.  
In contrast, the new words were those that learners had not encountered  
in the textbook. The teaching aids were available for each pair. 

5	 The category system is attached in the appendix A.
6	 E.g., the word “sich wälzen” was replaced by “sich rollen.”
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Figure 1
Floor plan and camera placement
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2.5 Data analysis
Qualitative content analysis was selected, and the units of analysis were 
segments in which the learners dealt with word meanings. The analysis took 
place deductively, i.e., according to the category system, and inductively, i.e., 
other strategies were derived from the data (Schreier, 2014). The analysis was 
carried out following the steps reported by Kuckartz (2018). 

Figure 2
Steps of analysis

The first step was transcribing verbal and non-verbal data and transferring 
them to the MaxQDA software (VERBI Software, 2019), in which the text 
transcript was synchronized with the video recordings. The verbal data was 
transcribed according to Kaderka and Svobodová (2006), and the nonverbal 
utterances according to Silverman (2011). The second step consisted of 
determining the main categories, which corresponded with the three categories 
from Schmitt’s taxonomy (1997) – determination, social, and metacognitive 
strategies. In this step, 20% of data were coded with these categories. The third 
step of the analysis was to establish the segments, where each segment began 
with the learner or both learners starting to deal with a word’s meaning and 
finished with them moving on to another word. Subsequently, the above-
mentioned main categories were assigned to the individual segments and the 
entire data corpus was coded. The next step was to create a subcategory structure 
with all potential subcategories. Initially, the subcategories were identified based 
on the category system and then generated from the data. Step five involved 
coding the whole dataset with the main categories and subcategories. The last 
step of the analysis is addressed in the corresponding chapters of this article.
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3 Results

This chapter presents the results connected to the formulated research 
questions from the methodology section. The results are structured according 
to each pair working in pair work and the number of lessons in which the 
pair was recorded for better clarity. 

3.1 Which VLS are employed during pair work?
The specific VLS used by the learners in pair work within the five recorded 
lessons are structured in Table 3 below according to the categories from  
the developed category system. The VLS strategies are divided into three 
categories according to whether the strategy was used only by one of the 
learners in a pair to estimate a new word’s meaning: determination strategies 
(DET), or if the usage of a strategy involved another person, whether it was 
the learner with whom the person worked in a pair, or the teacher, or someone 
from another pair participating on the research: social strategies (SOC). 
According to the literature (Schmitt, 1997; Oxford, 1990), metacognitive 
strategies (MET) were the last category group. These strategies usually did 
not lead to inferring the meaning of a new word without connection to other 
strategies but were inductively produced from the data and, therefore, 
considered helpful in establishing a new word’s meaning. 
	 The numbers show the usage of a strategy during a particular recorded 
lesson, where empty fields mean that the pair did not use the strategy.  
As seen in Table 3, some pairs used a wide range of VLS (e.g., pairs 2 and 3). 
On the other hand, some pairs used a limited number of VLS repeatedly  
(e.g., pair 1, pair 5), and there is also one pair (pair 4) who, in the last recorded 
lesson, did not use any VLS to solve the given task.7
	 Table 3 shows that the most frequently used determination strategies across 
the pairs were guessing from textual context and from available pictures. From the 
social strategies, they asked classmates for meaning and made sure about meaning, 
and from the metacognitive strategies, it was linking with already known material. 
Details regarding the usage of specific VLS are discussed in the following 
section. 

3.2 How are the identified strategies used during pair work?
Analyzing parts of speech within a text did not often reveal a word’s meaning. 
Instead, it helped the learners understand the word’s significance, deciding 
whether to explore its meaning further or skip it based on its perceived 

7	 The distribution of VLS is discussed in section 3.2. 
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importance. Throughout the five recorded lessons, all pairs utilized this 
strategy, with pair 3 employing it most frequently: V: Gibt could be conjugated 
from geben. This approach aligns with a study by Sukanya and Nutprapha (2017) 
highlighting the importance of understanding words based on their parts of 
speech in educational news articles. The study recommends analyzing the 
parts of speech in any text to create practical teaching resources, mainly 
focusing on high-frequency parts of speech, such as nouns, enabling learners 
to expand their vocabulary with commonly used words.
	 Analyzing affixes and roots represents a strategy notably beneficial for learning 
the German language. This approach allows learners to separate the 
components of a word, the root from its prefixes, to estimate its meaning.  
In the following excerpt, pair 5 engages in determining the meaning of  
the word “weglaufen,” which translates to “run away” in English: T: Wait,  
der Fuchs läuft, that means that the fox ran (…). She ran away, isn’t it? L: Yes, somehow 
away. A study by Iseni and Rexhepi (2023) on Germanic prefixes emphasizes 
their vital role in word formation, altering the base word’s meaning.  
The authors underscore how this knowledge empowers learners to navigate 
the complexities of Germanic languages, significantly enhancing their 
comprehension abilities. Additionally, the specific success of pair 5 in 
separating the root “läuft” from the prefix “weg” and determining the word’s 
meaning strongly supports the effectiveness of this strategy in practice. 
	 Guessing a word’s meaning from textual context emerges as one of the most 
commonly employed strategies. Pair 2 notably excelled in this strategy, 
frequently integrating the guessed word’s meaning into the sentence to  
assess its contextual coherence. For instance, V: Well, kleinen, which means small, 
in this excerpt the learners incorporated the word kleinen into a sentence once 
upon a time, there was a small, timid rabbit to infer its meaning from the context. 
Bai (2018) classifies this strategy as one of the guessing strategies for 
estimating word meanings, emphasizing its effectiveness. Supporting this, 
Rahmani’s study (2023), focusing on using VLS of Afghan EFL learners, 
found that most participants (85.82%) relied on context-based guesswork  
to comprehend new words. Their approach involved leveraging logical 
development, common sense, and knowledge to infer word meanings during 
text reading. 
	 Analyzing any available pictures was a strategy based on using the enclosed 
visuals in the text, which offered learners additional support in comprehending 
the material. Some pairs relied heavily on the literal meaning of pictures  
to estimate the meaning of certain words. For instance, in the case of 
“Dunkelheit,” several pairs directly associated the word with a picture where 
a rabbit was hidden beneath a blanket. This overly literal approach is evident 
in the following excerpt from pair 5: L: I would say this is something like a blanket, 
or pair 2: V: That’s paying attention under the blanket? Vivaldi and Allen (2021) 
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examined children’s understanding of pictures, discovering that the 
interpretation of a picture, whether literal or nonliteral, hinged upon various 
contextual cues. As depicted in the provided excerpts, pairs 2 and 5 failed to 
consider the contextual aspects while estimating the word “Dunkelheit”. 
Their literal interpretation of the picture content hindered them from inferring 
its intended meaning. 
	 A bilingual dictionary was introduced during the fourth recorded lesson, in 
which the learners encountered over twelve new words (Gairns & Redman, 
1986). Pair 3 exclusively decided to use this reference material, distinguishing 
themselves from the other pairs with different strategies. The approach from 
pair 3 involved confirming previously guessed word meanings by referring 
to the dictionary for verification, as seen in the excerpt: V: Beule, I suppose that 
(nn) we guessed correctly (+ is looking in the dictionary) (...) Be-, Beu-, Beu- (16) Beu, 
bulge, nice. Bai (2018) emphasizes that learners utilize dictionaries to understand 
word meanings and confirm their knowledge for accurate usage. This aligns 
with Pair 3’s practice of confirming their guessed meaning of “Beule” as 
“bulge,” confirming the guessed meaning using the bilingual dictionary. 
	 Spelling emerged as an exclusive strategy employed by Pair 3 during their 
investigation of the compound word “Angsthase,” which translates as  
“timid rabbit” in English. Their approach involved splitting the word into 
two components, “Angst” and “Hase,” making sure about the word’s spelling 
to avoid mistaking it with another word: V: wait, so A-N-G-S-T A: [Here] V: 
And there is Hase A: [She said] m- V: So it’s Hase and Angst. And one of the words 
means dark, and the other one is hair. Plonsky (2011) investigated the practices of 
successful language learners, discovering that they consciously focus on 
spelling and form when learning new words. The strategy of splitting words 
into parts was derived from the data, initially considered part of analyzing  
affixes and roots. However, it was later recognized that compounds cannot be 
strictly categorized as having affixes, thus creating a new strategy category. 
Hubáčková (2015) conducted a study on German compounds in which she 
stated that it is almost impossible to guess the meaning of a compound based 
on its components only. As seen in the excerpt, the pair refers to “Angst” as 
“dark,” which suggests a previous encounter with this word, in which the 
pair estimated the meaning as stated above. 
	 The last three identified determination strategies were linked to sound 
associations, exclusively used by three pairs. These strategies involved seeking 
resemblances in sound between the new word and words from the learners’ 
native language (Czech), first foreign language (English), or other foreign 
languages (German, Russian, French, etc.). However, in the excerpts provided, 
none of the learners successfully estimated the word’s meaning, resulting in 
interference rather than aiding comprehension. Sound associations from L1 were 
most frequently used by pair 2, with an example such as “Fuchs” being compared 
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to the Czech word “fuška,” interpreted as “hard work.” V: Der Fuchs, like fuška, 
that something is hard. Similarly, sound associations from L2 did not assist pair 3  
in estimating the correct word meaning, as seen in the excerpt: A: Frei, so frei  
(+ reads from the word list), those are French fries. This group’s third and last strategy 
was the sound association from L3, used most frequently by pair 3. In the following 
excerpt, they grapple with the meaning of the word “mutig” incorrectly as 
“Mutter” because of its sound similarity: V: Mut, man (…) that’s something like  
A: it reminds me of Mutter, that’s mom… The correct meaning of the word was 
“brave” in English. De Bruin et al. (2023) confirm that cross-language intrusions 
between L1, L2, and L3 can disrupt the language learning process, aligning 
with the observed interferences caused by sound association strategies. 
	 Among the varied strategies employed by learners, asking classmates for 
meaning was one of the most frequently used strategies from the group of 
social strategies. This strategy is commonly adopted when encountering 
unfamiliar words, requiring learners to seek clarification from peers or 
teachers. Instances exemplify the use of this strategy, such as when learner J 
inquires about the word “einfach”: What does einfach mean (+ reads from the word 
list), or when learner E asks a learner from another pair for the meaning  
of “fürchtest”: E: Do you know, V., what fürchtest means? In specific scenarios, 
this approach was found inadequate, prompting students from pairs 2, 3 and 
4 to opt for teacher assistance, as demonstrated in the following excerpt, 
when learner V raises a question about the words “Dunkelheit” and “gespannt”: 
V: Miss teacher, we have a question (+ is raising hand). We don’t know what Dunkelheit 
means and gespannt. I thought that one might be fever or cold, but (…). Drawing on 
Vygotky’s (2012) theory, the positive impact of the social environment, peers, 
and teachers on the learning process is emphasized. Learners actively engage 
with peers to explore and elicit word meanings, which enhances their ability 
to infer meanings that might elude them when working independently. 
Evidently, the strategy’s effectiveness in asking classmates for meaning depends 
on the learner’s existing knowledge and/or their capacity to infer meaning 
from textual context or pictures. On the other hand, asking the teacher for meaning 
consistently leads to an estimation of the word’s meaning, whether through 
providing direct translation in L1 or indirect cues from text and visuals. 
	 Expanding on the previous strategy of asking for meaning, another category 
of strategies, referred to as making sure about meaning, was identified from the 
data. This strategy involved a learner proposing a potential meaning of a word 
and seeking approval or confirmation from their peer, integrating the  
learner’s existing knowledge into the discussion. An illustration of this  
strategy is evident in this excerpt: V: Gute means good, right? Here, the learner 
presents their understanding of the word “gute” and seeks confirmation from 
their partner. Ipek (2009) highlights the significance of approval or praise  
to reinforce a student’s activity, motivating them in their subsequent work. 
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In the context of language learning, seeking confirmation about the meaning 
of a word from a peer not only validates one’s understanding but also creates 
a collaborative environment that encourages active participation and reinforces 
the learning process. 
	 One intriguing strategy identified from the data was association, which 
emerged in the interaction of pair 2. Instead of directly asking classmates for the 
meaning of a new word, one learner prompted the other to draw connections 
between the new word and their existing knowledge or experiences. This 
instance is depicted when learner K asked, What does fürchten remind you of?  
And answering their question: Absolutely nothing. Following this, learner V 
attempted to encourage associative thinking by suggesting: But maybe (…), 
hinting at a potential association. Drawing from the insights of Manzo and 
Manzo (1990), the association strategy aligns with the subjective approach to 
vocabulary (SAV). This approach encourages students to draw upon their 
experiences or associations to complement dictionary definitions of new 
terms. It focuses on building connections between existing knowledge and 
new vocabulary, facilitating a more profound and personal understanding  
of the words encountered. 
	 In the first recorded lesson, a notable strategy emerged utilized by pair 4 
as they encountered challenges in advancing through the task. This particular 
strategy involved what could be identified as copying from other pairs, a strategy 
they resorted to when facing difficulties. This approach became apparent  
in the following dialogue: E: Why don’t we listen to others? J: That could work. This 
exchange highlights their decision to seek information from other pairs, 
particularly in the case of two words, indicating their reliance on the 
knowledge of others to infer meanings for the given words. According to a 
study on English education in larger class settings by Erlina et al. (2022), 
referring to or replicating others’ work is described as a coping mechanism 
in response to time constraints for completing tasks. It acknowledges the 
pressures of limited time and indicates that the final product may not solely 
reflect the individual learners’ knowledge. 
	 In utilizing metacognitive strategies, pairs 2, 3 and 5 employed skipping  
or passing a new word. This strategy is a response to encountering a word that 
is challenging for a pair to comprehend, acknowledging the time and effort 
necessary to understand the word’s meaning. This is exemplified in the excerpt 
from pair 5: T: I would skip this. We will come back to it later. This excerpt showcases 
the decision of learner T to skip a problematic word initially, aiming to return 
to it later. Their action aligns with findings by Aravind and Rajasekaran 
(2018), indicating that skipping unknown words in the learning process is a 
time-saving strategy. The research also indicates that many learners tend not 
to revisit the skipped words due to a lack of persistence in estimating their 
meanings. However, the instance breaks the trend by the pair returning to 
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word “beißen” and successfully inferring its meaning as “to bite”: L: beißen 
will be to bite. This instance stands out as the pair demonstrated persistence 
by returning to the skipped word, successfully estimating its meaning. 
Contrary to the norm observed in the study, this pair’s perseverance led to 
accurate comprehension. Their persistence illustrates a determination to 
comprehend and reflects a thorough approach to inferring the meanings of 
all the text’s words. 
	 The most used metacognitive strategy was linking with already known material, 
which involved associating the meaning of a word with the learner’s existing 
knowledge base. Pair 5 notably exhibited the highest frequency of employing 
this strategy, showcasing their extensive prior knowledge. This is exemplified 
in the following excerpt: T: Klein, which means small, and L: Grandmother, Oma. 
These instances demonstrate their immediate recognition and accurate 
estimations of word meanings, indicating their strong association between 
known words and their meanings. The lack of hesitation in their statements 
indicates a confident and direct link to their existing knowledge. The 
successful and confident estimations of word meanings by pair 5 and their 
high engagement indicate a positive impact of prior knowledge on learning. 
The interaction showed that their broad prior knowledge enabled swift and 
accurate connections between known and new words, leading to confident 
estimations. This aligns with the findings of Dong et al. (2020), which suggest 
that prior knowledge positively influences learning engagement. It allows 
students to expand their working memory, facilitating the acquisition of new 
knowledge and enhancing overall learning and engagement. 
	 The final metacognitive strategy observed in the data was self-correction 
involving textual context and/or pictures. Pair 5 utilized this strategy to 
rectify previous estimations that did not align with the textual context.  
Their correction was notably based on their interpretations of the enclosed 
pictures and the text. This is exemplified in the exchange of pair 5: T: We put 
that down, but probably wrong as hide, here, to hide under the blanket, but he doesn’t hide 
in the water, right? L: Well, in that case, Angst. T: That looks like being scared again. 
L: Well, so this will be to be afraid, fürchtet. The learners’ correction was influenced 
not only by the text but also by the visual cues in the illustrations, which 
depicted a rabbit initially under a blanket in a bed and later in front of a lake, 
exhibiting signs of being notably scared in both scenarios. The learners’ use 
of textual context and pictures for self-correction emphasizes their conscious 
effort to correct their earlier estimations that did not align with the context 
provided. Swain (2005) indicated that self-correction requires learners to 
recognize their errors consciously, and this observation supports the idea that 
learners can notice and correct their own mistakes. McCormick and Vercellotti 
(2013) further affirm that learners can self-correct without specific training, 
mainly when not preoccupied with formulating meaning. 

VOCABULARY LEARNING STRATEGIES, SELF-REGULATED LEARNING ...



150

	 This section delved into the utilization of VLS, primarily focusing on how 
learners employed specific strategies, and the attempt to interpret the acquired 
results with the existing literature on the given patterns. Descriptions of these 
strategies reveal a consistent trend: many of them were not used in isolation, 
operating independently, but rather in connection with other strategies. 
Besides the various strategies used interdependently, only three strategies were 
used in isolation. One such strategy was asking teacher for meaning, a standalone 
approach not combined with other strategies. However, preceding their 
request to the teacher, learners consistently attempted to estimate a word’s 
meaning, employing various strategies independently, but often perceived 
these efforts as unsuccessful. Another strategy used independently was the 
bilingual dictionary. Specifically, pair 3 was the soul group utilizing a dictionary 
to explore new word meanings. Despite its solitary use without combination 
with other strategies, the dictionary was typically used to confirm the 
previously estimated meanings by engaging different strategies. The final 
strategy used individually was copying from other pairs. In this case, pair 4 mutually 
sought assistance from other pairs (without their knowledge) when faced  
with challenges in estimating word meanings. 
	 In contrast, the remaining strategies showed a notable tendency to co-occur. 
Learners frequently relied on elicitation materials, such as pictures, text,  
and word lists, as their primary resources to estimate word meanings.  
This approach involved using multiple strategies simultaneously, systematically 
reflecting their procedures in their learning process. They also frequently 
revisited already estimated meanings and words still in the estimation  
process, constantly reevaluating and refining their understanding. The only 
exception to this pattern was observed in pair 4, as they chose not to review 
or revise their estimated meanings. Their approach prioritized completing 
the task as quickly as possible, but this came at the expense of the VLS usage, 
the accuracy of their estimations, and finally, their engagement in the strategy 
usage. The following section further investigates the process of inferring the 
word meanings.

3.3 Do the employed VLS lead to inferring the meanings of words?
The investigation into the relationship between VLS usage and the successful 
determination of word meanings directs our attention to the specific number 
of VLS employed by individual pairs. Thus, five figures will be presented in 
the upcoming section to address the third research question. In these figures, 
the x-axis denotes the recorded lesson numbers (1, 2, 3, 4, 5), while the y-axis 
illustrates the number of VLS used. The dark grey gridline represents strategies 
that successfully facilitated word meaning inference, while the light  grey 
gridline indicates strategies with which the learners failed to do so, resulting 
in unsuccessful inference. 
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Figure 3
Pair 1: VLS strateg y count per lesson for word meaning inference

The data in Figure 3 illustrates the VLS utilized by pair 1 across five recorded 
lessons. Pair 1 successfully inferred meanings in between 58.06% and 92.31% 
of instances. Pair 1 used five different strategies: Guessing from textual context 
emerged as the most prevalent and successful strategy, utilized in 37.33%  
of instances to infer word meanings. Following closely was linking with already 
known material, employed in 36.67% of cases. Analyzing available pictures was the 
third most frequently used strategy, accounting for 18% of instances. However, 
using the last two strategies, making sure about meaning and asking classmates for 
meaning, was almost negligible, at 4.67% and 0.67%, respectively. 
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Pair 2: VLS strateg y count per lesson for word meaning inference
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The data presented in Figure 4 showcases how pair 2 utilized VLS. The 
success rates across the lessons were notably stable, consistently maintaining 
a relatively steady level of success, between 64.06% and 73.68%. The pair 
consistently favored linking with already known material. This strategy was 
prominently employed in 32.48% of instances across all lessons, demonstrating 
its recurrent significance for inferring word meanings. Throughout the five 
lessons, pair 2 used a total number of ten different strategies. The second 
most often used strategy, guessing from textual context, was used in 30.34% of 
instances. The third most often used strategy was asking classmates for meaning 
in 14.96% of instances. Analyzing available pictures followed at 14.96% and asking 
teacher for meaning at 5.98%. Additionally, making sure about meaning was used  
in 5.56% of instances. Other strategies were used in less than 1% of cases. 

Figure 5
Pair 3: VLS strateg y count per lesson for word meaning inference 

Figure 5 displays the usage of VLS by pair 3. This pair showcased a stable 
success rate, fluctuating from 56.32% to 70.15%. Pair 3 employed a total of 
15 strategies successfully for inferring word meanings. Notably, the most 
frequently used strategy was linking with already known material, utilized in 
36.99% of cases, followed by guessing from textual context at 15.85%. Word lists 
as reference material were the third most commonly used strategy at 8.94%. 
Other strategies, such as using a bilingual dictionary, asking teacher for meaning, 
analyzing any available pictures, or making sure about meaning, were used with 
percentages lower than 8%.
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Figure 6
Pair 4: VLS strateg y count per lesson for word meaning inference	  

Data in Figure 6 depicts the VLS usage from pair 4. This pair achieved high 
success rates, ranging from 67.44% in the first lesson to 100% in the fourth 
lesson. However, during the fourth lesson, they only used VLS ten times.  
In the last lesson, the pair chose to skip the process of guessing word meanings 
entirely. Throughout the five lessons, nine strategies were successfully used  
to infer meanings. Linking with already known material was the most frequently 
used strategy at 36.84%, followed by asking teacher for meaning at 15.79%. Guessing 
from textual context and analyzing available pictures were used with identical 
percentages, at 13.68%. Making sure about meaning was also notable at 11.58%. 
Other strategies were used in less than 5% of cases. 

Figure 7
Pair 5: VLS strateg y counts per lesson for word meaning inference	
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Figure 7 presents the VLS use of pair 5. This pair demonstrated the highest 
success rates among all pairs, ranging from 81.48% in the second lesson to 
100% in the third lesson, where all 67 times the strategies used led to inferring 
word meanings. They employed 13 strategies, linking with already known material 
being the most frequently used at 41.89%, followed by guessing from textual 
context at 30.57% and analyzing any available pictures at 15.09%. Making sure about 
meaning was used in 6.79% of cases. The rest of the strategies were used in 
fewer than 2% of cases. 
	 The analysis revealed distinctive patterns in the usage of VLS and their 
success in determining word meanings. The strategy most frequently used 
by many pairs was linking with already known material, demonstrating its  
recurrent significance for inferring word meanings. Some stability in success 
rates was noted, with pair 2 showcasing the most consistent success rates 
between lessons. Pair 5 reached all the pairs’ highest possible success rates. 
These observations highlight the impact of strategies like linking with already 
known material and guessing from textual context, emphasizing their repeated  
use and success in understanding word meanings among the diverse pairs. 
The findings imply that learners with a broader foundation of prior knowledge 
tended to achieve higher success rates in inferring new word meanings.

3.4 How are the learners engaged in the VLS usage? 
The investigation into pair engagement focused on the distribution of 
strategies employed within the pairs. This analysis distinguished between 
individual and combined strategy usage. Individual strategy employment 
refers to instances where only one learner from a pair used a strategy without 
seeking input from the other. In contrast, combined usage occurred when 
both learners used strategies to uncover word meanings, negotiate, or agree/
disagree on estimated meanings. Moreover, within the combined strategy 
utilization, the initiator of the strategy use was identified to clarify engagement 
distribution within each pair. Figure 8 illustrates the degree of engagement 
by displaying the number of shared (K+F, K+V, A+V, E+J, L+T) and 
individual uses of VLS. The second part of the figure presents the initiation 
processes within shared VLS usage, depicted in percentages. 
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Figure 8
VLS engagement level and initiation in pair-work

Pair 1 primarily favored a collaborative approach, utilizing combined VLS 
to estimate new word meanings. Krystof often initiated strategies, prompting 
his partner for meanings, while Frantisek primarily responded. Their work 
pattern strongly preferred joint engagement, with Krystof initiating strategies 
more actively. Pair 2 exhibited varying individual VLS usage. Katerina and 
Viktorie demonstrated different levels of individual engagement, with Viktorie 
leading in strategy initiation. This imbalance suggests a need for a more 
balanced contribution from both learners for enhanced outcomes. Pair 3 
showed high individual VLS usage, with Vlasta significantly dominating  
in initiating strategy use. This dynamic suggests the potential impact on their 
collaborative work. Initially collaborating, Pair 4’s cooperation declined in 
later sessions, with Jaromir solely employing VLS and disregarding his partner’s 
contributions. There was a shift from collaborative work to independent 
strategy usage. Pair 5 consistently engaged in shared VLS usage. Tamara took 
the lead in strategy initiation, but Lenka actively challenged or disputed her 
partner’s estimations, contributing to their collaborative approach. 
	 The chapter investigates the engagement and strategy usage within pairs. 
It assesses the level of engagement by analyzing the distribution of strategies 
employed, distinguishing between individual and shared usage. Pairs 1 and 
5 predominantly showed a collaborative approach in VLS, focusing on joint 
engagement and negotiation of word meanings. In contrast, Pairs 2, 3, and 
4 displayed varying levels of individual strategy engagement, implying 

Le
ss

on
Pair

1 2 3 4 5

Engagement K+F K F K+V K V A+V A V E+J E J L+T L T

1 28 3 61 4 6 49 4 34 32 4 7 57 4 15

2 35 2 58 4 14 70 5 15 52 6 7 41 11 2

3 52 69 0 5 64 3 2 4 4 0 61 0 6

4 26 47 5 9 68 0 11 0 0 10 32 1 2

5 27 56 2 6 48 0 19 0 0 0 54 0 6

Initiaion K F K V A V E J L T

1 68% 32% 28% 72% 18% 82% 53% 47% 47% 53%

2 60% 40% 33% 67% 19% 81% 15% 85% 49% 51%

3 50% 50% 33% 67% 81% 19% 50% 50% 51% 49%

4 69% 31% 64% 36% 15% 85% 0% 0% 59% 41%

5 81% 19% 55% 45% 4% 96% 0% 0% 55% 45%
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potential differences in the collaborative dynamics. Pair 3 demonstrated 
significant individual VLS usage, indicating a dominant force in strategy 
activation. Pair 2 exhibited more varied individual engagement, suggesting 
a potential need for balanced contribution to enhance their joint outcomes. 
These observations emphasize distinct dynamics within each pair, influencing 
their approaches to collaborative learning. 

4 Discussion

Utilizing synchronized video and audio recordings allowed for a comprehensive 
exploration of how new word meanings were determined in German. This 
multimodal approach proved to be a foundation for in-depth revisiting and 
reassessing strategies and cooperation dynamics. As Chan et al. (2020, p. 20) 
referenced, employing MLA techniques, particularly the combination of video 
and audio data, enhances reliability and consistency in coding. Incorporating 
various modalities and extracting diverse features can offer deeper insights 
into higher-level constructs such as engagement, pair-work dynamics, and 
self-regulation. 
	 The study explored and categorized VLS utilized during pair work, 
uncovering diverse patterns in their utilization, including their interdependent 
manner. It was observed that most strategies were seldom used in isolation, 
with learners often combining multiple strategies to estimate new word 
meanings. This observation aligns with findings from Nie and Zhou’s study 
(2017), in which proficient English learners employed a multitude of VLS in 
combination, rather than isolated, to achieve successful learning outcomes. 
The study highlighted the effectiveness of employing various strategies 
collectively, reinforcing the idea that a combined approach enhances learning 
efficacy. 
	 Data analysis revealed a distinction between successful and unsuccessful 
strategy applications. Successful strategies led to correctly determining  
word meanings, whereas unsuccessful strategies resulted in incorrect or 
undetermined word meanings. The study’s outcomes indicate the recurring 
success of strategies across diverse pairs in inferring word meanings, such as 
linking with already known material and guessing from textual context. This observation 
resonates with O’Malley and Chamot’s (1990) concept, suggesting that a 
strategy, when repeatedly successful, may evolve into an automatic and 
procedural approach. This transformation likely occurs due to the consolidation 
of successful and unsuccessful conditions associated with the strategy. Hence, 
throughout consistent successful practice, learners instinctively employ these 
strategies when encountering similar learning conditions.
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	 The observations highlight the varying levels of engagement and strategy 
usage among pairs, emphasizing their different approaches to collaborative 
learning. Pairs 1 and 5 predominantly displayed joint engagement, while  
pairs 2, 3 and 4 exhibited diverse levels of individual strategy engagement, 
hinting at potential discrepancies in pair-work dynamics. For instance,  
pair 4 took a negative approach, potentially hurting their ability to proceed 
with the work during the subsequent lessons, giving up on the shared VLS 
use and meaning negotiations. Chan et al. (2020) emphasize the impact of 
individual behaviors on pair-work engagement and dynamics. The significant 
individual usage of VLS across the pairs indicates the need for balanced 
contributions to optimize shared outcomes. Pair-specific differences in 
strategy usage and engagement levels may impact their effectiveness in 
inferring word meanings and overall success in pair work.

4.1 Limitation
The presence of cameras, as an invasive data collection tool, can influence 
learners’ behavior, and the data can be significantly distorted (Laurier & Philo, 
2012). Nevertheless, the research was implemented over three consecutive 
weeks, during which the learners gradually stopped noticing the cameras and 
started to behave more naturally. 
	 The scope of the study is focused on what is observable in the classroom, 
omitting the cognitive aspects and out-of-class events. However, Oxford (2017) 
suggests that the connection between learning strategies and self-regulation 
involves both sociocultural and psychological dimensions. This implies that 
the process of strategy use extends beyond what is observable in the classroom. 
The study’s focus on the observable social process within the classroom may 
limit the exploration of cognitive events, potentially neglecting insights into 
the broader context. On the other hand, Shum and Ferguson (2012) propose 
that a deeper insight into the learning process is acquired by observing essential 
aspects of learning, such as interaction, cooperation, or group processes.
	 Another limitation of the study is that I work in the group as their teacher 
and simultaneously as the researcher, which can affect the objectivity and 
distort the data. However, the essence of the study is to investigate the learners’ 
VLS usage and their connection to inferring word meanings and engagement 
levels. These findings then provide the learners an insight into their conscious 
and unconscious learning habits ( Juhaňák & Zounek, 2016). The study 
findings are beneficial in understanding the learners’ practices when 
encountering new vocabulary, especially for me as the group’s teacher. This 
knowledge is helpful for future lesson planning aimed at vocabulary instruction. 
One possible way to maintain impartiality would be to involve a second 
researcher to analyze a specific data set and test the inter-coder reliability 
(Kuckartz, 2018).
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Conclusion

The study comprehensively explored determining new word meanings in 
German in primary school, and utilizing synchronized video and audio 
recording provided insights into vocabulary learning processes during pair 
work. The multimodal approach facilitated a deeper understanding of the 
strategies and dynamics of cooperation within pairs. The findings are 
supported by previous studies (Nie & Zhou, 2017), emphasizing the 
effectiveness of employing multiple strategies collectively to achieve successful 
learning outcomes. Successful strategies, such as linking with already known 
material and guessing from textual context, repeatedly led to accurate word meaning 
inferences across diverse pairs, aligning with the concept that recurrently 
successful strategies may become automatic over time (O’Malley & Chamot, 
1990). The observations revealed varied engagement and strategy usage among 
pairs, highlighting potential disparities in pair-work dynamics and underscoring 
the need for balanced contributions to optimize shared outcomes. 
	 The study primarily focused on understanding practices at a micro level, 
specifically examining a group of learners, aiming to improve teaching practice 
without generalizations ( Juhaňák & Zounek, 2016). The findings provide 
valuable insights into individual and collective learning processes among 
learners in a classroom setting. Understanding how learners interact with 
each other and approach unfamiliar words can significantly contribute to 
comprehending the overall dynamics in pair work and gaining deeper insight 
into the needs of learners. This comprehensive understanding could then 
facilitate more effective planning, task allocation, and assessment of 
vocabulary-related activities. It creates an environment where tailored 
strategies can be implemented, optimizing the educational experience for all 
students. Furthermore, the learners’ awareness about their learning practices 
connects the VLS usage with the very nature of self-regulated learning 
(Redmer, 2022). Nevertheless, further research is needed to gather data on 
extensive reflections from the learners on the practices they engage in. 
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Appendix A: Category System
M
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Ty
pe

Subcategory Description Examples

D
et

er
m

in
at

io
n

  
A

Analyze part of 
speech (DET1)

Learner analyzes or identifies a 
new word's word class.

V: Gibt could be conjugated from 
geben.

Analyze affixes 
and roots 
(DET2)

Learner examines a new word's 
root, suffixes, or affixes.

T: Wait, der Fuchs läuft, that 
means that the fox ran (…).  
She ran away, isn’t it? L: Yes, 
somehow away (.).

Guess from 
textual context 
(DET3)

Learner estimates the meaning 
of a new word using a textual 
context by inserting words into 
sentences an/or deriving a 
word's meaning from its 
surrounding words.

V: Well, kleinen, which means 
small, once upon a time, there was 
a small, timid rabbit 

Analyze any 
available pictures  
(DET4)

Learner assumes a new word's 
meaning from the pictures 
incorporated in the text.

L: I would say this is something 
like a blanket

Bilingual 
dictionary 
(DET5)

Learner uses a bilingual 
dictionary to estimate a word's 
meaning.

V: Beule, I suppose, that (nn) we 
guessed correctly (+ is looking in 
the dictionary) (..) Be-, Beu-, 
Beu- (16) Beu, bulge, nice.

Word lists 
(DET6)

Learner uses a word list with 
content words from the text to 
guess a word's meaning.

J: What does einfach mean 
(+ reads from the word list)

B

Spelling (DET7) Learner spells the new word 
and subsequently attempts to 
estimate its meaning. 

V: wait, so A-N-G-S-T A: [Here]

Splitting words in 
parts: compounds 
(DET8)

Learner splits a new word into 
separate parts and attempts to 
estimate their meaning.

V: And there is Hase A: [She said] 
m- V: So it’s Hase and Angst.

Sound 
associations from 
L1 (DET9)

Learner estimates the meaning 
of a new word according to its 
sound similarities to the 
mother tongue (Czech).

V: Der Fuchs, like fuška, that 
something is hard.

Sound 
associations from 
L2 (DET10)

Learner estimates the meaning 
of a new word according to its 
sound similarities to the first 
foreign language (English).

A: Frei, so frei (+ reads from the 
word list), those are fries

C

Sound 
associations from 
L3+  (DET11)

Learner estimates the meaning 
of a new word according to its 
sound similarities to the second 
and other foreign languages 
(German, Russian…).

V: Mut, man (.) that’s something 
like A: it reminds me of Mutter, 
that’s mom…
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So
ci

al

A
Ask classmates 
for meaning 
(SOC1)

Learner asks their partner from 
their pair for a meaning of a 
new word.

J: What does einfach mean  
(+ reads from the word list)

B
Ask classmates 
for meaning-
other pair (SOC 2)

Learner asks another learner 
from a different pair for a 
meaning of a new word.

E: Do you know, V., what does 
fürchtest mean?

C

Ask classmates 
for association 
(SOC3)

Learners asks their partner 
what does the new word 
reminds them of.

K: What does fürchten remind you 
of?

Copying from 
other pairs 
(SOC4)

Learners from a pair decide to 
listen to other pairs and copy 
their estimated meanings.

E: Won’t we listen to others? 
J: That could work.

Making sure 
about meaning 
(SOC5)

Learner asks their partner 
about the accuracy of their 
estimated meaning. 

V: Gute means good, right?

A

Ask teacher for 
meaning (SOC6)

Learner asks the teacher for a 
meaning of a new word. 

V: Miss teacher, we have a 
question (+ is raising hand).  
We don’t know what Dunkelheit 
means and gespannt. I thought that 
one might be fever or cold, but (…)

M
et

ac
og

ni
tiv

e B

Skip or pass new 
word (MET1)

Learner skips the new word. T: I would skip this. We will come 
back to it later.

Linking with 
already known 
(MET2)

Learner activates their previous
knowledge aquired either thrugh 
in-school or out-of-school 
exposure to language and 
associates it with a specific 
word.

T: Klein, which means small, and 
L: Grandmother, Oma.

C

Self-correction- 
pictures/textual 
context  (MET3)

Learner corrects their original 
new word's meaning estimation 
based on pictures.

T: We put that down, but probably 
wrong as hide, here, to hide under 
the blanket, but he doesn’t hide in 
the water, right?

Category Type:	
A	 Categories based on Schmitt's taxonomy (1997)
B	 Categories based on the subcategories structure (step 4 of analysis)
C	 Catogories established from data (data-driven)
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